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Abstract: Many philosophers of science and methodologists have argued that the ability to repeat studies and obtain similar results is an
essential component of science. A finding is elevated from single observation to scientific evidence when the procedures that were used to
obtain it can be reproduced and the finding itself can be replicated. Recent replication attempts show that some high profile results — most
notably in psychology, but in many other disciplines as well — cannot be replicated consistently. These replication attempts have generated
a considerable amount of controversy, and the issue of whether direct replications have value has, in particular, proven to be contentious.
However, much of this discussion has occurred in published commentaries and social media outlets, resulting in a fragmented discourse.
To address the need for an integrative summary, we review various types of replication studies and then discuss the most commonly
voiced concerns about direct replication. We provide detailed responses to these concerns and consider different statistical ways to
evaluate replications. We conclude there are no theoretical or statistical obstacles to making direct replication a routine aspect of
psychological science.
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thus, replication studies should play a central role in science
and in efforts to improve scientific practices.

This perspective on replication is succinctly encapsulated
in the opening quote from Knight Dunlap. The value of
replication as a normal feature of psychology, however,
has proven surprisingly controversial in recent years.
Debates exist over terminology used to describe replication
studies, the statistical evaluation of replication attempts,
the informational value of different types of replication
studies, the interpretation of replication results, and the rel-
ative importance of within-lab versus independent replica-

1. Introduction

The proof established by the test must have a specific form,
namely, repeatability. The issue of the experiment must be a
statement of the hypothesis, the conditions of test, and the
results, in such form that another experimenter, from the
description alone, may be able to repeat the experiment.
Nothing is accepted as proof, in psychology or in any other
science, which does not conform to this requirement
(Dunlap 1926).

The ability to systematically replicate research findings is

a fundamental feature of the scientific process. Indeed, the
idea that observations can be recreated and verified by
independent sources is usually seen as a bright line of
demarcation that separates science from non-science
(Dunlap 1926). A defining feature of science is that
researchers do not merely accept claims without being
able to critically evaluate the evidence for them (e.g.,
Lupia & Elman 2014). Independent replication of research
findings is an essential step in this evaluation process, and,

tion attempts. Some of the most active discussions
surrounding these issues have occurred in the context of
specific replication attempts, and the exchanges often
appear in relatively informal outlets such as blog posts
and on social media. The objective of the current review
is to advance our view of the value of replications and to
synthesize many of the recent discussions about replication
to provide a foundation for future replication efforts. Ulti-
mately, we hope that this discussion will make replication
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studies a more regular and integral part of research, a shift
that could potentially increase confidence in the veracity of
findings. Although debates about replication have recently
occurred in the context of a recent “crisis of confidence” in
psychology (Pashler & Wagenmakers 2012), we aim to
make this discussion broadly applicable to other disciplines
that struggle with similar issues.

2. Definitions and background

Replication is viewed by many as essential to scientific dis-
covery. Popper (1959/2002) noted that an “effect” that has
been found once but cannot be reproduced does not
qualify as a scientific discovery; it is merely “chimeric.” In
fact, he notes, “the scientifically significant physical effect
may be defined as that which can be regularly reproduced
by anyone who carries out the appropriate experiment in
the way prescribed” (pp. 23-24). In a similar vein, Dunlap
(1926, p. 346) stated: “[P]roof is not begun until the condi-
tions of the experiment, as well as the results, are so accu-
rately described that another person, from the description
alone, can repeat the experiment.”

There are two important aspects to these insights that
inform scientific thinking. First, a finding needs to be
repeatable to count as a scientific discovery. Second,
research needs to be reported in such a manner that
others can reproduce the procedures. Thus, a scientific dis-
covery requires both a consistent effect and a comprehen-
sive description of the procedure used to produce that
result in the first place. Neither of these points means
that all replication attempts should be expected to
succeed (i.e., a single failed replication does not necessarily
mean that the original effect is a false positive) or that no
specific skills are required to conduct replications. Effects
in psychology are often probabilistic, and expertise is
required to understand and follow comprehensive descrip-
tions of procedures. Nonetheless, replicability is, in
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principle, an essential criterion for the effect to be accepted
as part of the scientific literature (Dunlap 1926; Hiiffmeier
etal. 2016; Lebel et al. 2017; Lykken 1968), and replication
studies therefore evaluate the robustness of scientific find-
ings (Schmidt 2009).

Replications also play an important role in the falsification
of hypotheses. If a finding that was initially presented as
support for a theory cannot be reliably reproduced using
the comprehensive set of instructions for duplicating the
original procedure, then the specific prediction that moti-
vated the original research question has been falsified
(Popper 1959/2002), at least in a narrow sense. This does
not necessarily lead to a wholesale falsification of the
theory from which that prediction was derived (Lakatos
1970; Meehl 1990b). Under Lakatos” notion of sophisticated
falsificationism, an auxiliary hypothesis can be formulated,
which enables the expanded theory to accommodate the
troublesome result. If more falsifications arise, however,
and even more auxiliary hypotheses must be formulated to
account for the unsupported predictions, problems begin
to accrue for a theory. This strategic retreat (Meehl 1990b)
can cause a research program to become degenerative:

As more and more ad hockery piles up in the program, the psy-
chological threshold (which will show individual differences
from one scientist to another) for grave scepticism as to the
hard core will be increasingly often passed, inducing an increas-
ing number of able intellects to become suspicious about the

hard core and to start thinking about a radically new theory.
(Meehl 1990b, p.112)

If, on the other hand, the auxiliary hypotheses are empir-
ically successful, the program acquires greater explanatory
power and is deemed progressive. Thus, replications are an
instrument for distinguishing progressive from degenera-
tive research programs.

3. Issues with replicability

Concerns about the replicability of scientific findings have
arisen in a number of fields, including psychology (Open
Science Collaboration 2015), genetics (National Cancer
Institute-National Human Genome Research Institute
Working Group on Replication in Association Studies
[NCI-NHGRI] 2007; Hewitt 2012), cancer research
(Errington et al. 2014), neuroscience (Button et al. 2013),
medicine (Ioannidis 2005), and economics (Camerer
et al. 2016). Thus, although vigorous debates about these
issues have occurred within psychology (hence our focus),
concerns about the replicability of findings exist in many
disciplines. Perhaps disciplines that have not struggled
with this issue (at least minimally) have simply not yet sys-
tematically examined the replicability of their findings.
Indeed, a good portion of psychology likely had ignored
this question before the recent crisis of confidence.
Problems with replicability can emerge for a variety of
reasons. For example, publication bias, the process by
which research findings are selected based on the extent
to which they provide support for a hypothesis (as
opposed to failing to find support), can on its own lead to
high rates of false positives (Greenwald 1975; Ioannides
2005; Kiihberger et al. 2014; Smart, 1964; Sterling 1959;
Sterling et al. 1995). Yet there are additional forces and
practices that can increase the rates of false positives. For
example, there is a growing body of meta-scientific research

Downloaded from h%ps://wwﬁ%ﬂ%g%ﬂ&.%ﬁmb%wﬁ&,4)?1 620&&8 2018 at 17:27:57, subject to the Cambridge Core terms of use, available at https://www.cambridge.org/core/terms.
https://doi.org/10.1017/50140525X17001972


https://doi.org/10.1017/S0140525X17001972
https://www.cambridge.org/core
https://www.cambridge.org/core/terms

showing the effects of excessive researcher degrees of
freedom (John et al. 2012; Simmons et al. 2011) or latitude
in the way research is conducted, analyzed, and reported. If
researchers experience pressure to publish statistically sig-
nificant findings, then the existence of researcher degrees
of freedom allows investigators to try multiple analytic
options until they find a combination that provides a signifi-
cant result. Importantly, confirmation bias alone can con-
vince investigators that the procedures that led to this
significant result were the “best” or “most justifiable”
approach in the first place. Thus, capitalizing on researcher
degrees of freedom need not feel like an intentional deci-
sion to try multiple options until a set of procedures
“works” (Gelman & Loken 2014). It can seem like a reason-
able approach for extracting the most information from a
data set that was difficult to collect.

The research practices that allow for this flexibility vary
in terms of their severity and in the amount of consensus
that exists on their permissibility (John et al. 2012). For
example, researchers have sometimes omitted failed exper-
iments that do not support the focal hypothesis, and there
are disagreements about the severity and acceptability of
this practice. Researchers also form hypotheses after
having examined the data, a practice called HARKing
(hypothesizing after the results are known; Kerr 1998).
When HARKing is undisclosed to readers of a paper, it
might strike some researchers as deceptive. However,
this strategy was once presented as the hallmark of sophis-
ticated psychological writing (Bem 2003):

If a datum suggests a new hypothesis, try to find additional evi-
dence for it elsewhere in the data. If you see dim traces of inter-
esting patterns, try to reorganize the data to bring them into
bolder relief. If there are participants you don’t like, or trials,
observers, or interviewers who gave you anomalous results,
drop them (temporarily). Go on a fishing expedition for some-
thing — anything — interesting. No, this is not immoral.

Researcher degrees of freedom and publication bias that
favors statistically significant results have produced overesti-
mations of effect sizes in the literature, given that the studies
with nonsignificant effects and smaller effect sizes have been
relegated to the file drawer (Rosenthal 1979). If a replication
study is carried out in a field characterized by such practices,
then it is likely to obtain a smaller effect size, often so small
as to not be distinguishable from zero when using sample
sizes typical of the literature. Replication thus has an impor-
tant role in providing more accurate estimates of effect sizes.
Even if all questionable research practices were eliminated,
replication would remain essential to science because effect
sizes are affected not only by questionable research prac-
tices, but also by sampling error. Sometimes researchers
obtain a statistically significant result purely by chance;
such a fluke does not reflect a real discovery. Effect size esti-
mates can be inflated by sampling error alone. Thus, at a
fairly abstract level, there are good reasons why replication
is necessary in science. Nevertheless, there are ongoing
debates about nearly all aspects of replications, from termi-
nology to purpose to their inherent value.

4. Types of replication studies

Replication studies serve multiple purposes, and these
objectives dictate how a replication study is designed and
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interpreted. Schmidt (2009) identified five functions: (1)
to address sampling error (i.e., false-positive detection);
(2) to control for artifacts; (3) to address researcher fraud;
(4) to test generalizations to different populations; and (5)
to test the same hypothesis of a previous study using a dif-
ferent procedure. A single replication study cannot simulta-
neously fulfill all five functions.

Given these different functions, a number of typologies
have been offered for classifying replication studies (e.g.,
Hiiffmeier et al. 2016; Lebel et al. 2017; Lykken 1968;
Schmidt 2009; Schmidt & Oh 2016). For example, Hiiffme-
ier et al. (2016) provide a five-category typology, whereas
Schmidt and Oh (2016) delineate three types and Lebel
et al. (2017) provide a replication taxonomy. Drawing on
Schmidt (2009) and others (e.g., Crandall & Sherman
2016; Makel et al. 2012), we focus on a distinction between
direct and conceptual replication studies in this article,
because this distinction has proven most controversial.

A number of definitions have been offered for direct and
conceptual replications. A workable definition of direct rep-
lication is a study that attempts to recreate the critical ele-
ments (e.g., samples, procedures, and measures) of an
original study where those elements are understood
according to “a theoretical commitment based on the
current understanding of the phenomenon under study,
reflecting current beliefs about what is needed to
produce a finding” (Nosek & Errington 2017). Under this
definition, a direct replication does not have to duplicate
all aspects of an original study. Rather it must only dupli-
cate those elements that are believed necessary for produc-
ing the original effect. For example, if there is no
theoretical reason to assume that an effect that was pro-
duced with a sample of college students in Michigan will
not produce a similar effect in Florida, or in the United
Kingdom or Japan, for that matter, then a replication
carried out with these samples would be considered direct.

If, however, there are theoretical reasons to assume a dif-
ference between samples, for example, a hypothesis about
the moderating effects of geographical or cultural differ-
ences, then the replication attempt would not be consid-
ered direct. It would be considered conceptual because
the experiment is designed to test whether an effect
extends to a different population given theoretical reasons
to assume it will be either significantly weaker or stronger
in different groups.

In some cases, a direct replication is necessarily different
from the original experiment, although these differences
are usually superficial. For example, it may be necessary
to adapt stimulus materials for historical reasons. Current
events questions asked in the 1980s (e.g., “Who is the Pres-
ident of the United States?” “What is the capital of
Germany?” “What is the currency used in Italy?”) all have
different answers in 2017. A direct replication of study
about the impact of distraction on tests of current events
would use updated questions, assuming there are no theo-
retical reasons to expect a different performance on the
part of participants in this kind of study.

As noted, a conceptual replication is a study where there
are changes to the original procedures that might make a
difference with regard to the observed effect size. Concep-
tual replications span a range from having one theoretically
meaningful change with regard to the original experiment
(e.g., a different dependent measure) to having multiple
changes (Lebel et al. 2017). On this view, the notion
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“conceptual replication” is a bit of a misnomer. What such a
study does, in effect, is test an extension of the theory to a
new context (because there are different auxiliary hypothe-
ses involved in the operationalization of the key variables).
It might therefore be more informative to speak of “exten-
sions” rather than of “conceptual replications.” Nonethe-
less, to connect to the previous literature, we retain the
use of the term “conceptual replication” in this article.

Conceptual replications do not serve the same purposes
as direct replications. Therefore, we encourage researchers
to adopt different terminology when describing conceptual
replications in the future. This will yield a clearer distinc-
tion between studies that use the same procedures as the
original studies and studies that use different procedures.
The goal of a direct replication is to determine whether
a specific way of testing a theoretical idea will produce a
similar result in a subsequent attempt. The objective of a
conceptual replication is broader — the point is to test the
same theoretical idea in a novel way. Conceptual replica-
tions evaluate the robustness of a theoretical claim to alter-
native research designs, operational definitions, and
samples. Direct replications are useful for reducing false
positives (i.e., claims that a specific effect exists when it
was originally a chance occurrence or fluke), whereas con-
ceptual replications provide information about the general-
izability of inferences across different ways of operationally
defining the constructs and across different populations.
Using alternative test in place of the term conceptual repli-
cation might help clear up confusion in the literature that
occurs when researchers disagree as to whether or not an
effect has been replicated.

A few additional clarifications about our definitions are
warranted. The term exact replication is occasionally used
as a synonym of direct replication. The chief objection to
the use of “exact” is that it implies a level of precision
that is impossible to achieve in psychology. In psychological
experiments, it is impossible to use the same subjects in a
replication and expect them to be in the exact mental
state they were in the first experiment. For one, the mere
fact of having participated creates awareness and the possi-
bility of internal changes in participants, although some
cognitive-psychological findings prove remarkably robust,
even when nonnaive participants are used (Zwaan et al.
2017). In addition, as weve noted before, historical
changes over time may lead to differences in expected
results. For such reasons, Schmidt (2009, p. 92) noted
that, in the social sciences, “There is no such thing as an
exact replication.” The defining aspect of direct replication
is the attempt to recreate the essential elements of the orig-
inal study rather than all of the elements.

Controversy over the use of the term exact replication
reflects the reality that debates exist about when a replica-
tion study deviates from the procedures of a previous study
so much that it becomes a conceptual replication. Although
this may seem like a semantic issue, it is critical for the
appropriate interpretation of a failure to replicate. If a
direct replication fails to obtain the same result as the orig-
inal study, researchers may question whether the initial
result was a false positive (and this will be especially true
after multiple failed direct replications) or whether there
is a misunderstanding about the understanding of the
essential features required to produce an effect. This will
likely prompt a more critical evaluation of the similarities
between the original study and the replication.

Any evaluation of the degree of similarity between an
original study and a replication might seem to have subjec-
tive elements. However, Nosek and Errington’s (2017)
notion of “theoretical commitment” helps solve this
problem, because researchers should be able to agree on
what the critical elements of an experiment are to
produce an effect. Nevertheless, evaluations of whether a
study is direct or conceptual might sometimes change, as
more evidence about the nature of the underlying phenom-
enon is obtained. For example, researchers may conduct a
simple study that they believe should emerge in any sample
of U.S. college students. An independent researcher may
then attempt a direct replication of the original effect in a
sample of students from a different university. If that
second researcher fails to replicate the original result, the
direct nature of the replication may reduce confidence in
the effect. However, the failed replication may lead the
original researcher to formulate new hypotheses about
why the specific university population might matter (e.g.,
regional differences in psychological characteristics might
attenuate effects). In other words, the understanding of
which factors matter with regard to producing an effect
has changed. Subsequent studies that show that the
effect reliably emerges at some universities but not at
others would change this characteristic of the study from
an inconsequential one to a consequential one, and thus,
studies that used different populations would, from that
point forward, be considered conceptual replications. At
the theoretical level, the successful auxiliary hypothesis
has enhanced the explanatory power of the theory.

We emphasize that there is no reason to accept all post hoc
discussions of potential moderators as compelling reasons to
disqualify a study from being considered a direct replication.
Instead, evidence that what was initially considered to be an
inconsequential factor (e.g., region of a country) has reliable
effects on the results is required. Researchers who conduct
original studies can facilitate replications and reduce dis-
agreement about hidden moderator explanations by follow-
ing Lykken's (1968, p. 155) admonishment that they
should “accept more responsibility for specifying what they
believe to be the minimum essential conditions and control
for producing their results” (p. 155). Disagreements are
likely to be minimized if original authors spend some time
articulating theoretically grounded boundary conditions for
particular findings (Simons et al. 2017).

A controversial issue surrounding the definition of direct
and conceptual replications concerns who actually plans and
conducts the replication research; some distinguish replica-
tions conducted by the original authors from those conducted
by an independent group (e.g., Hiiffmeier et al. 2016). The
rationale for these distinctions often rests on concerns about
expertise or unidentified moderators that may vary across
research laboratories. The basic idea is that some people
have the expertise to carry out the replication (usually the orig-
inal authors), whereas others do not have such skills (usually
researchers who fail to replicate an effect). Likewise, original
authors are often working in settings similar to those of the
original study so many potential moderators are held constant.
Dunlap (1926, p. 346) puts the issue in these terms:

The importance of repetition as a part of proof is, then, due to
the necessity, in general, of certifying that the descriptions of
conditions and results are accurate to the requisite degree.
When another experimenter, setting up the conditions from
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the description of the first experimenter, obtains results which
he describes in the same way as that in which the first experi-
menter describes his, the presumption of accuracy is enor-
mously increased. Repetition of the experiment by the same
experimenter does not have as great demonstrative value
because of the possibility that the experimenter in the second
experiment may not be actually following his own description,
but may be following his first procedure, and therefore may
vary from the description in the same way.

Our definitions do not make such distinctions, because
they do not directly address scientifically relevant features
of the research. As we explain in more detail in section
5.2.1., original researchers can address this issue by
clearly defining the procedures of a study and identifying
the special skills required to duplicate the procedures.

In summary, we use direct replication to refer to studies
intended to evaluate the ability of a particular method to
produce the same results upon repetition and conceptual
replication to refer to studies designed to test the same the-
oretical idea using an intentionally different method than
previous studies. In the next sections, we address the fre-
quent concerns that have been raised about direct
replications.

5. Concerns about replication

The interpretation of specific replication studies has pro-
duced considerable disagreement and controversy. For
example, consider the 2015 paper by the Open Science Col-
laboration, which presented the results of a large-scale
attempt to replicate approximately 100 studies from top
journals in psychology (Open Science Collaboration 2015).
A headline finding from this project was that only 36% of
the attempted replications were “successful,” in the sense
that a significant effect in the same direction as the original
was found. The publication of this report was met with a
wide range of responses, including some focused on the
fidelity of the replication studies, the criteria used to deter-
mine whether a replication was successful, the value of
such a large-scale investment of resources, and so on (e.g.,
Anderson et al. 2016; Etz & Vandekerckhove 2016;
Gilbert et al. 2016; Kunert 2016; Maxwell et al. 2015;
Morey & Lakens, 2016; van Aert & van Assen, 2017; Van
Bavel et al. 2016). These responses (which continue to be
published at the time of our writing this paper) focus on a
broad range of challenges and objections to the value of rep-
lication studies as a whole. We now consider many of the
most frequent concerns that are raised about replications.

5.1. Concern I: Context is too variable

Perhaps the most commonly voiced concern about direct
replications is that the conditions under which an effect
was initially observed may no longer hold when a replica-
tion attempt is performed (Barsalou 2016; Cesario 2014;
Coyne 2016). This ever-present possibility of a change in
context, it is argued, renders failures to replicate uninfor-
mative, especially early on in the life cycle of a finding.
The factors that contribute to the ability to independently
reproduce an effect may be historical and/or geographical
in nature (Cesario 2014) or may be the result of unknown
conditions, including such seemingly irrelevant features
as the lighting in the lab or whether or not the
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experimenter has a beard (Coyne 2016). As Cesario puts
it: “replication failures at this stage will necessarily be
ambiguous because we cannot be sure that features that
appear incidental to the researcher are not actually integral
to obtaining the original effect.”

Barsalou (2016) offers the most elaborate theoretical
account of contextual variability, focusing on an area
where context effects may be particularly salient: studies
in the area of social priming research. Priming research,
in general, focuses on the extent to which exposure to a spe-
cific stimulus can affect memory for, perception of, or
behavior in response to a subsequently experienced stimu-
lus. Social priming research, in particular, focuses on a wide
variety of mundane and subtle social stimuli that can affect
respondents in sometimes powerful ways. Traditionally,
social psychological research on social priming has empha-
sized the surprising ways that exposure to seemingly incon-
sequential environmental cues can lead to substantial
changes in behavior. A quintessential example is the
notion that presenting participants with images of money
will increase (or prime) certain kinds of political views
given associations between the two in the minds of partic-
ipants (see, e.g., Rohrer et al. 2015).

Central to Barsalou’s account of contextual variability is
the notion of situated conceptualization: People perceive
and interpret situations that are experienced and store
them as multimodal (e.g., visual, auditory, olfactory)
mental representations in long-term memory. If a type of
situation occurs repeatedly, a category of exemplars of
this type is formed. The more features a conceptualization
in long-term memory shares with a newly experienced sit-
uation, the more likely that conceptualization is to become
activated. Once activated, it will generate pattern-comple-
tion inferences that will sometimes match and sometimes
mismatch features of the current situation.

For example, the (repeated) experience of visiting a cof-
feehouse leads to the formation of a situated conceptualiza-
tion of experience. When a new coffeehouse is visited, this
conceptualization is likely to become activated. Once acti-
vated, this conceptualization will allow the person to gener-
ate predictions about what to expect during a visit to a
different coffeehouse, for example, the smell and taste of
coffee, the sight of people working on laptops, the
murmur of conversations, the noise of espresso machines,
and the cerebral atmosphere. Inference generation is an
involuntary mechanism. Some of the predictions will hold
in the new environment, whereas others will not (e.g.,
some patrons brought their children rather than laptops).

This configuration gives rise to two mechanisms. First,
any feature (e.g., the smell of coffee) of a new situation
can activate a situated conceptualization. Second, any
element of a situated conceptualization can be inferred as
a pattern-completion inference. How do these ideas
relate to the reproducibility of social priming and other
context-sensitive experiments? Barsalou argues (p. 9) that
“simple direct pathways from primes to primed response
rarely, if ever, exist. Instead, these pathways often appear
to be modulated by a host of situational variables,” given
that an activated situated conceptualization colors the per-
ception of and action in the current situation.

According to Barsalou, three factors are necessary to
obtain robust priming effects in social psychology: (1) Par-
ticipants need to have had similar situational experiences
with the prime and primed response so that they have
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situated conceptualizations of them in memory. (2) There
should be a strong overlap between the situated conceptu-
alizations in memory and the current experimental situa-
tion. (3) The prime should not be part of other situated
conceptualizations that lead to other, better matching
responses. Barsalou argues that, given that people have
diverse situational experiences, often not all three of
these conditions are met, which will then result in diverse
responses to primes. For this reason, Barsalou proposes
to abandon the notion of social priming to focus on specific
mechanisms.

In short, the contextual argument posits that direct rep-
lications of priming effects in social psychology (as well as a
host of other effects) will not be scientifically useful or suc-
cessful because the intricate network of factors contribut-
ing to certain effects is largely unknown and that many of
these factors are often exquisitely specific to a particular
population with shared experiences. Proponents suggest it
is too difficult to specify all of these contextual factors;
and even if they could be articulated, it is extremely
difficult for independent investigators to recreate these
conditions with precision. As a result, it is never possible
to determine whether a “failed” replication is due to the
fact that the original demonstration was a false-positive or
whether the context has changed sufficiently to wipe out
that effect.

5.1.1. Response. Changes in context can and should be
considered as a possible explanation for why a replication
study failed to obtain the same results as in the original.
There are very few effects in psychology where context
could never matter; and, indeed, if context is taken to
include scientific expertise, then there are few effects in
science where such factors would never play a role in the
outcome. In addition, as noted above, it is impossible to
conduct exact replications; some contextual features—
even if very minor—will always vary from one study to
the next. So even the most fervent advocate of direct rep-
lications would not deny that context matters in psycholog-
ical research.

Nevertheless, the post hoc reliance on context sensitiv-
ity as an explanation for all failed replication attempts is
problematic for science. A tacit assumption behind the
contextual sensitivity argument is that the original study
is a flawless, expertly performed piece of research that
reported a true effect. The onus is then on the replicator
to create an exact copy of the original context to produce
the same exact result (i.e., the replicator must conduct
an exact replication). The fact that contextual factors
inevitably vary from study to study means that post
hoc, context-based explanations are always possible to
generate, regardless of the theory being tested, the
quality of the original study, or the expertise of and
effort made by researchers to conduct a high-fidelity rep-
lication of an original effect. Accordingly, the reliance on
context sensitivity as a post hoc explanation, without a
commitment to collect new empirical evidence that
tests this new idea, renders the original theory unfalsifi-
able. Such reasoning is representative of a degenerative
research program: The auxiliary hypotheses that are
put forth do not enhance the theory’s explanatory
power (Lakatos 1970).

An uncritical acceptance of post hoc context-based expla-
nations of failed replications ignores the possibility that

false positives (even those based solely on sampling error)
ever exist and seems to irrationally privilege the chronolog-
ical order of studies more than the objective characteristics
of those studies when evaluating claims about quality and
scientific rigor. It is possible simultaneously to acknowledge
the importance of context and to take seriously the infor-
mational value of well-run replication studies. For instance,
according to the definitions provided above, direct replica-
tions are designed to duplicate the critical features of a
study, while inevitably allowing for inconsequential fea-
tures to vary somewhat. If there are contextual factors
that could play an important role in the ability to find the
effect (such as the specific population that was sampled,
the specific time of year in which the study was run, or
even the specific time period in which the result was
obtained), it would be reasonable to expect authors to
specify that these variables are critical for producing the
effect in the original report as part of the detailed descrip-
tion of the procedures of that study. For example, in justi-
fying the specific methodological choices for a given study,
authors could approach this justification by considering
how they would create a template for producing (and
reproducing) the original effect.

Alternatively, if a failed replication brings to light some
factor that could potentially affect the result and that dif-
fered between the original study and the replication, con-
ducting further investigations into the impact that this
factor has on the result is a reasonable scientific endeavor.
In short, the post hoc consideration of differences in fea-
tures should lead to new testable hypotheses rather than
blanket dismissals of the replication result. In terms of
Lakatos™ (1970) sophisticated falsificationism, the original
theory was unable to explain the new nonsignificant
finding and an auxiliary hypothesis (or hypotheses) has to
be invoked to accommodate the new finding. The auxiliary
hypothesis then predicts the original finding when the
experiment has contextual feature O (from the original
study), but not when it has contextual feature R (from
the replication). If this auxiliary hypothesis is supported,
the augmented theory is not falsified. If the auxiliary
hypothesis is not supported, perhaps a new auxiliary
hypothesis can be generated. If this hypothesis is also not
supported, the research program might run the risk of
becoming degenerative, falling into a fruitless cycle of con-
stantly invoking auxiliary hypotheses that fail to garner
support.

It is sometimes argued that a detailed description for
replicating an original result might be impossible in some
domains (such claims have been made about areas such
as social psychology and infant research; Barsalou 2016;
Coyne 2016), where the combination of contextual
factors and expertise that is needed to produce a specific
effect is complex and, perhaps, even unknowable. If
these sorts of claims are true, however, then this would
raise serious doubts about the validity, informational
value, and contribution to a cumulative body of knowledge
of the original study. There are at least two reasons why
such arguments are scientifically untenable.

First, if the precise combination of factors that led to a
scientific result is unknowable even to the original author,
then it is not clear how the original authors could have suc-
cessfully predicted their effect to emerge in the first place.
For example, imagine that a hypothetical priming effect in
social psychology can emerge only when: (1) a sample of
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college students has a specific average level of political con-
servatism, (2) the experiment took place at a particular time
in the semester, (3) the experiment was conducted at a par-
ticular time of the day, (4) the experimenter who first meets
the participant dresses in a lab coat to emphasize the
serious, scientific nature of the study, and (5) experimental
stimuli are presented on a computer as opposed to on
paper. Let us also stipulate that the original theory does
not clearly predict that any of these factors should matter
for the effect to emerge, so the original authors did not
explicitly consider the specific sample recruited (they
were recruited from the population that was available),
the time of year when the study was run (they began data
collection when approval was obtained from the institu-
tional review board), the time of day when the study was
conducted (the decision resulted from research assistant
availability), the dress of the experimenter (the lab coat
might have been standard procedure from other, unrelated
studies), or the method of administration (computers may
have simply been chosen to ensure blindness to condition).

If a replication was conducted by a separate group of
researchers, some of these idiosyncratic, seemingly irrele-
vant factors would change, resulting in the failure to find
an effect. What cannot be explained, however, is how the
original authors happened upon the exact set of conditions
that led to the predicted result in the first place, in light of
the impoverished nature of the underlying theory. It is no
more likely for an original author to hit upon the exact com-
bination of factors that “work” than it is for a replicator.
Thus, the idea that certain phenomena are so susceptible
to subtle contextual factors that no replication should be
expected to succeed would also raise serious questions
about how an original researcher could have predicted
the outcome of an original study in light of all of the
complexity.

A second reason why strong forms of the context sensitiv-
ity argument are scientifically problematic is that such an
argument would prevent the accumulation of knowledge
within a domain of study. A priori predictions are made
precisely because the original researchers believe that
they have enough knowledge about a phenomenon to be
able to predict when and how that phenomenon would
occur. If researchers do not know enough about a phenom-
enon to predict when it will and when it will not be repli-
cated, it is not possible for subsequent research to build
on this individual finding. If findings are so tenuous that
replication results cannot be taken for granted, it is difficult,
if not impossible, for new knowledge to build on the solid
ground of previous work. Moreover, there is little reason
to expect that findings that emerge from a noncumulative
perspective will have practical relevance given that results
are highly contingent upon a complex mosaic of factors
that will be present in a limited set of circumstances.
Such a research program can be characterized as degener-
ative (Lakatos 1970). It would be gravely mistaken to spec-
ulate about the applied value of such a research program in
published papers.

An inability to specify the conditions needed to produce
an effect is a serious impediment to scientific progress. The
ability to specify a clear set of procedures that reliably elicit
a predicted effect allows for independent verification and
provides the foundation for practical applications and
studies that extend the original result. For a discovery to
be counted as scientific, it should be accompanied by a
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description of the procedure that led to the discovery so
that others can replicate it. Several authors have lamented
the lack of procedural specificity in many psychology arti-
cles. They call for more detailed descriptions of experi-
ments, such that the conditions under which an effect is
expected to replicate are specified (Fabrigar & Wegener
2016; Simons et al., 2017). Likewise, it should be possible
to specify the skills needed to conduct a particular study
to produce a particular effect. It might be impossible to
prespecify all such conditions and required experimenter
skills, but in cases where a replication attempt fails to
obtain the original result, claims of context effects or
limited skills of the experimenter should be proposed as
testable hypotheses that can be followed up with future
work. Until future studies can be conducted to test
hidden moderator arguments, researchers should strive to
ignore the chronological order of the original and replica-
tion studies when evaluating their belief in a phenomenon
and rely more on the relative quality of the two studies,
such as sample size and the existence of pre-registered ana-
lytic plans to constrain analytic flexibility.

On balance, contextual variability is not a serious
problem for replication research. It is only a problem
when the context is not sufficiently specified in the original
findings so that the source of the reported effects cannot be
identified. Only once the context is sufficiently specified are
both direct replication and actual investigation of contex-
tual variability possible. Preregistered multilab replication
reports thus far have not provided strong evidence for var-
iability across labs (Alogna et al. 2014; Eerland et al. 2016;
Hagger et al. 2016; Wagenmakers et al. 2016a).

Two strategies for solving the concerns outlined in this
section are to (1) raise standards in reporting of experimen-
tal detail, such that original papers contain replication
recipes (Brandt et al. 2014; Dunlap 1926; Popper 1959/
2002), and (2) find ways to encourage original authors to
identify potential boundary conditions and caveats in the
original paper (i.e., statements about the limits of general-
ization; Simons et al., 2017).

5.2. Concern li: The theoretical value of direct
replications is limited

Several arguments against replication converge on a general
claim that direct replications are unnecessary because they
either have limited informational value (at best) or are mis-
leading (at worse). Crandall and Sherman (2016, p. 95) argue
that direct replications only help to “uphold or upend spe-
cific findings” which, in their view, makes direct replications
uninformative and uninteresting from a theoretical perspec-
tive. For instance, difficulties reproducing a specific effect
can only suggest a problem with a specific method used to
test a theoretical idea. Likewise, a successful direct replica-
tion has little implication for theory because “[a] finding
may be eminently replicable and yet constitute a poor test
of a theory” (Stroebe & Strack 2014). If the dependent mea-
sures of an original study are poorly chosen, a finding might
replicate consistently, yet its replicability is problematic
because it reinforces the wrong interpretation (Rotello
et al. 2015). The concern is that the direct replications pro-
vided a false sense of certainty about the robustness of the
underlying idea.

The utility of direct replications has also been challenged
in fields that might be characterized by capitalizing on
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correlations between conceptually overlapping variables
such as studies investigating depressive symptoms and
self-reported negative affectivity (Coyne 2016): “This
entire literature has been characterized as a “big mush.”
Do we really need attempts to replicate these studies to
demonstrate that they lack value? We could do with
much less of this research.” Moreover, just as original
studies can be unreliable, so can replications, which
means that one can be skeptical about the value of any indi-
vidual replication study (Smaldino & McElreath 2016).

5.2.1. Response. One part of this concern reflects the fact
that neither failed nor successful direct replication studies
make novel contributions to theory. This argument rests
on the idea that studies that intentionally test mediators,
moderators, and boundary conditions all provide different
bricks in a wall of evidence, whereas direct replications
can only address specific bricks in that wall (Spellman
2015). For many researchers, work that does not directly
advance theory is not worth doing, especially when it is pos-
sible to simultaneously address concerns about reliability
and validity with new conceptual replications that are
designed to replicate and extend prior work. Part of this
argument is that successful conceptual replications will
occur only when the prior research identified a real
effect. There is an implicit assumption that it is impossible
to create a “wall” of empirical findings that support an
underlying theory if most of the specific bricks in that
wall were not already solid.

Unfortunately, there is increasing evidence that this
seemingly reasonable assumption about the totality of evi-
dence that emerges from a series of conceptual replications
is wrong. The combined effects of researcher degrees of
freedom, chance findings from small sample studies, and
the existence of publication bias mean that it is possible
to assemble a seemingly solid set of studies that appear to
support an underlying theory, even though no single
study from that set could survive a direct replication
attempt. There are now a number of widely studied theo-
ries and effects that have been supported by dozens, if
not hundreds of conceptual replications, that also appear
to collapse when meta-analyses that are sensitive to publi-
cation bias are reported or systematic replications of critical
findings are conducted (Cheung et al. 2016; Hagger et al.
2016; Shanks et al. 2015; Wagenmakers et al. 2016a).
Those who argue that a large set of successful conceptual
replications would not be possible in the absence of real
effects assume that publication bias and questionable
research practices are not powerful enough to create a
wall full of defective bricks. However, this is an empirical
question that can be best answered with direct replications
of foundational bricks in theoretical walls.

Moreover, in a direct replication of earlier work, the
question of whether a particular method is an appropriate
test of a hypothesis was previously answered in the affirma-
tive. After all, the original study was published because its
authors and the reviewers and editors who evaluated it
endorsed the method as a reasonable test of the underlying
theory. It is therefore not consistent to claim, after the fact,
that the results should not be interpreted because the
manipulation was not valid or the outcome variable was
inappropriate.

It is important to contrast this strength of direct replica-
tion with the ambiguity that comes with failed conceptual

replications. It is always possible to attribute a failed con-
ceptual replication to the changes in procedures that
were made. In other words, conceptual replications (at
least those that are not preregistered) are biased against
the null hypothesis (Pashler & Harris 2012) because
researchers might be tempted to discard an experiment
that does not produce the expected effect on the basis
that it was not a good operationalization of the hypothesis
after all. Direct replications do not have this interpreta-
tional ambiguity.

Direct replications are not only important with regard to
earlier work. They are also necessary if researchers want to
further explore a finding that emerged in exploratory
research, for example, in a pilot study. In this case, the
approach would normally be to make explicit the procedure
that is likely to (re)produce the finding observed during the
exploratory phase, preregister that procedure, and then run
the experiment. In such cases one would not necessarily
assume that the initial procedure was an appropriate test.

The argument that conceptual replications effectively
serve the same purpose as direct replications, but with
additional benefits, is sometimes accompanied by the argu-
ment that a field that is focused on direct replications
simply cannot progress because it would make no new dis-
coveries. There are two issues here. First, the strong form
of the claim that direct replications make no new discover-
ies holds, if and only if the original finding was a true pos-
itive. The repeated demonstration that a theoretically
predicted effect is not empirically supported adds knowl-
edge to the field; it is a discovery. It is only in hindsight
that one can claim that direct replications fail to add knowl-
edge. Likewise, research that leads to the identification of
moderators and boundary conditions adds knowledge.
Moreover, such a strong claim may not withstand critical
scrutiny because even in the cases of a successful replica-
tion, there is additional knowledge gained by learning
that a finding is replicable.

Second, it is not clear what the benefits of conceptual
replications are without direct replication. A conceptual
replication would have to be replicated directly before it
could count as a scientific finding (see our Introduction).
No one would argue that all of the collective resources of
a field should be spent determining whether past findings
survive replication attempts. Instead, devoting some time
to direct replications is an important goal for the field,
especially with concerns of the winner’s curse (Button
et al. 2013) and the effects of researcher degrees of
freedom and publication bias. As mentioned earlier,
direct and conceptual replications serve different pur-
poses. Direct replications assess the robustness of a
finding when using a specific set of procedures, whereas
conceptual replications assess the validity of a construct
or underlying theory. It only makes sense to first assess
the reliability of a specific finding obtained with a partic-
ular method before venturing out into what might turn
out to be a dead-end street by using a different method
to test the same theoretical claim.

We noted earlier, but like to reiterate here, that direct
replications play an important role at the theoretical level.
An unsuccessful replication might prompt researchers to
form an auxiliary hypothesis that explains the discrepancy
between the results of the original study and those of the
replication. After all, the direct replication was based on a
theoretical understanding of the elements of the original
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experiment that were thought critical for producing the
effect. Apparently, this understanding was incomplete or
incorrect. If the auxiliary hypothesis is supported, the
theory is strengthened. If it is not supported, the theory
is weakened. Either way, the direct replication has had an
impact on the theory.

It is important to note that there are other procedures
that can be used to accomplish at least some of the aims
of direct replications. For example, preregistration can
reduce or prevent researcher degrees of freedom, which
can reduce the rates of false positives introduced into a lit-
erature. In preregistration, a researcher details the study
design and analysis plan on a website, for example, on the
Open Science Framework or on Aspredicted.org, before
the data are collected (Chambers 2017, pp. 174-96). In
addition, committing to public preregistration can at least
help to reduce publication bias, as the number of failed
attempts to test a hypothesis using a specific paradigm
can be tracked. Replications are but one tool in the meth-
odological toolbox. They may be especially important for
evaluating important research from the past, before prereg-
istration was normative; but the use of preregistration and
especially registered reports may reduce the informational
yield of direct replication as research practices evolve (but
we doubt that such practices will ever eliminate the need
for direct replications).

The above discussion focused primarily on the relative
value of direct versus conceptual replications. However,
another part of the concern is that direct replications
might be problematic when the original study that is
being replicated is itself not valid or theoretically impor-
tant. This is a red herring. It goes without saying that scien-
tific judgment should be used to assess the validity and
importance of a study before deciding whether it is worth
replicating, and many replicable effects provide only
weak contributions (if any) to theory. To be sure, one can
argue whether the resources that have been spent on
massive-scale systematic replication attempts would have
been better spent targeting a different set of studies (or
doing original research; Finkel et al. 2015). However, at
least in psychology, at this moment of reflection on the
practices in the field, explicit tests of the replicability of
individual findings — regardless of how the specific findings
that are replicated are chosen—have important informa-
tional and rhetorical value that go beyond the impact that
arguments about researcher degrees of freedom or publica-
tion bias can make. Moreover, there will probably be a fair
bit of disagreement among researchers as to when an orig-
inal study is theoretically important as opposed to silly or
trivial.

5.3. Concern liI: Direct replications are not feasible in
certain domains

It is sometimes argued that conducting replication studies
may not be desirable —or even possible —merely because
of practical concerns. For example, replications may not
be feasible in certain domains, such as large-scale observa-
tional and clinical-epidemiological studies (Coyne 2016).
Alternatively, certain studies may capitalize on extremely
rare events like the occurrence of a natural disaster or
an astronomical event, and replicating studies that test
the effects of these events is simply impossible. Thus, if
the ability to replicate a finding is taken as an essential
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criterion by which we judge whether a finding or
program of research is “scientific,” then the application
of this criterion would exclude a great deal of research
from consideration. This might create a caste system
whereby some topics are privileged as more scientific
and rigorous than others.

A related concern is that replication studies are more
feasible and thus more common in areas where studies
are easier to conduct (e.g., studies that use college
student participants to advance knowledge in cognitive
and social psychology). This means that those researchers
working in the easy-to-replicate domains are more subject
to the reputational concerns that may arise when their
studies fail to replicate (see sect. 5.5 for an explicit discus-
sion of these reputational issues). More importantly, if
studies that vary in difficulty also vary in rates of replica-
bility (e.g., if studies that were easier to conduct had
lower rates of replication than studies that required
more resources), then systematic efforts to investigate
the replicability of findings in the field would lead to
biased estimates of those rates.

5.3.1 Response. There are practical limitations that
impact all studies, including direct replications. For some
specific studies—and maybe even for entire research
areas —replication studies may be difficult or impossible.
This may prevent direct replication studies from becoming
a commonplace component of the research process in
those domains. However, concerns about feasibility are
orthogonal to the overarching value of direct replications
for advancing scientific knowledge. The fact that replication
studies are not always possible does not undermine their
value when they can be conducted.

It is also important to note that even for those studies
where the research community would agree that replica-
tion would be difficult or impossible, the initial concerns
that motivate a focus on direct replication studies (such
as researcher degrees of freedom and publication bias)
still hold. Thus, researchers who work in areas where rep-
lication is difficult should be especially alert to such con-
cerns and make concerted efforts to avoid the problems
that result. Large-scale developmental studies that follow
participants for 30 and 40 years are one example, as is
research with difficult-to-study populations such as
infants, prisoners, and individuals with clinical disorders.
Researchers in such areas would benefit from preregister-
ing their hypotheses, designs, and analysis plans, to
protect themselves from concerns about researcher
degrees of freedom and the use of questionable research
practices. They can also blind the analysis or set aside a
certain proportion of the data for a confirmatory test. At
the very least, discussion sections from papers that describe
these results can be appropriately calibrated to the strength
of the evidence.

A related, but distinct concern is that because replication
is easier in some domains than others, any costs of doing
replication studies will disproportionately be borne by
researchers in those areas. For example, if there are repu-
tational costs to having one’s work subject to replication
attempts, then those who conduct easy-to-replicate
research will be most affected. Alternatively, if a subfield
of research includes easy-to-replicate studies and more dif-
ficult studies to conduct, and if the easy-to-replicate studies
are of lower quality (and, hence, less likely to replicate),
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then one may get a biased view of the quality of work in that
area, when only attempted replications of easy studies are
conducted.

Although occasional failures to replicate should not have
any bearing on scientific reputation (an issue we return to in
more detail in sect. 5.5), the very fact that someone con-
ducts research that is easy to replicate in the first place pro-
vides a simple solution to this potential problem. If a study
is so easy to conduct that it is likely to attract replication
attempts by outside researchers, then it would be worth-
while for the original author to invest some time in con-
ducting within-lab, preregistered, direct replications as
part of the original publication. In many cases, high-
profile direct replications have focused on single studies
(that were often conducted with relatively small samples)
that had not previously been subjected to direct replication
attempts. If these replication studies are preregistered and
conducted with large samples, a subsequent failure to find
an effect can lead to strong concerns about the reliability of
the original finding. If, however, the original finding already
had a preregistered, high-powered direct replication
included as a part of the original publication, then the
effect of the new failed replication on people’s beliefs is
lessened. Thus, concerns about “easy” studies being the
target for replication attempts cut both ways—the ease
with which these studies can be conducted should allow
original authors to provide even stronger evidence in
their initial demonstrations.

In regard to the concern that easy-to-replicate studies
are not a representative sample of the studies in a field
(and, thus, attempts to replicate them may provide a mis-
leading picture of the replication rate for that field), it
should be noted that most replication studies are not con-
ducted with the goal of providing a precise estimate of
the replication rate within a field. Instead, the goal of
many such studies is to test the robustness of a particular
effect. In recent history, more systematic attempts to rep-
licate large sets of studies have been conducted. Even in
these studies, however, a primary aim is to evaluate
whether the methodological practices that are in current
use can result in the publication of studies that have a
low likelihood of replicating. One clear interpretation of
the various systematic efforts that have been conducted
so far is that this outcome is certainly possible. The fact
that the studies selected for inclusion are not representative
means that we cannot draw conclusions about the average
replication rate, but the inclusion of seemingly many unre-
plicable studies in the published literature is still cause for
concern.

It is evident that pragmatic concerns and availability of
resources must be considered when evaluating the poten-
tial for replication studies. However, one might anticipate
that to the extent that direct replication becomes a more
routine aspect of psychological science, more resources
will be available to conduct such studies. If the field
demands evidence of replicability, then researchers will
invest resources in conducting direct replications of
studies. Ideally, as scientific norms change, even funders
would be more willing to support research that tackles
the challenges that have been identified, including research
on replication attempts. For example, in 2016, the Nether-
lands Organisation for Scientific Research (NWO)
launched a program to fund replication studies. As this
change occurs, it may be possible to conduct replications

with challenging designs such as longitudinal studies,
studies based on specialized populations and harder-to-
sample populations.

5.4. Concern IV: Replications are a distraction

Many of the challenges addressed thus far come from the
view that there is, in fact, not really a replicability
problem in psychology or in science more broadly. A
fourth concern, conversely, emanates from the view that
the problems that exist in the field may be so severe that
systematic attempts to replicate studies that currently
exist will be a waste of time and may even distract from
the bigger problems psychology is facing (Coyne 2016).
For instance, Schmidt and Oh (2016) noted that “[o]ur
position is that the current obsession with replication is a
red herring, distracting attention from the real threats to
the validity of cumulative knowledge in the behavioral
sciences.

A related argument is that the primary problem in the
accumulation of scientific knowledge is the existence of
publication bias. According to this view, failed replica-
tions — whether direct or conceptual — do exist but are not
making it into the literature. Once the systematic omission
of these studies is addressed, meta-analyses will no longer
be compromised and will then provide an efficient means
to identifying the most reliable findings in the field.
Similar arguments can be made about any additional strat-
egy for improving psychological science, including an
increased emphasis on preregistration or the reduction of
questionable research practices. Again, the idea here is
that even if replication studies tell us something useful,
there are more efficient strategies for improving the field
that have fewer negative consequences.

5.4.1. Response. As mentioned earlier, replication studies
are one strategy among a broader a set of strategies that
can be implemented simultaneously to improve the
field. However, direct replication attempts have some
unique benefits that should earn them a central role in
future attempts at building a cumulative psychological
science.

First, there is a certain rhetorical value to a replication
study, whether failed or successful. The idea of replication
is simple: If a finding is robust, independent groups of sci-
entists should be able to obtain it. This idea is taught in
most introductory classes in psychology and is more
broadly foundational in science. Also, not surprisingly,
when large sets of important studies —including studies
whose results had previously been assumed to be robust —
fail to replicate, people outside of the field take notice. For
those who believe that existing methodological practices
could be much better, demonstrating these concerns
through systematic replication attempts provides a compel-
ling illustration. Such efforts have been a major motivation
for change and impetus for the increase in resources that
have been targeted toward improving the field.

It is clear that thus far, failures to replicate past research
findings have received the most attention. However, large-
scale successful replications also have rhetorical power,
showing that the field is capable of producing robust find-
ings on which future work can build (e.g., Alogna et al.
2014; Zwaan et al. 2017), and such results will likely
become more common in the near future. Some have
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raised concern that with increased attention to replication
studies, only failures to replicate are surprising and news-
worthy enough to warrant publication, a phenomenon
that would provide a misleading picture of the replicability
of results in the field. However, the use of registered rep-
lication reports furthermore assuages the concern that
only negative replications are incentivized. These reports
are provisionally accepted for publication before any data
are collected, and thus, any bias for or against successful
replications is eliminated.

A second component of the argument that replication
studies are a waste of time is the assumption that agree-
ment exists that most research in the field is of poor
quality and, thus, not worth replicating. This assumption
is not warranted. Instead, systematic attempts at replica-
tion—at least in the short term—are a way of testing
whether the field is doing well or not. Indeed, a broader
point is that there is debate over the extent of the problems
that face psychology or other fields that have struggled with
concerns about replicability such as the impact of publica-
tion bias (and what to do about it; e.g., Cook et al. 1993;
Ferguson & Brannick 2012; Ferguson & Heene 2012;
Franco et al. 2014; Kiihberger et al. 2014; Rothstein &
Bushman 2012) or the prevalence and severity of question-
able research practices (Fiedler & Schwarz 2015; John et al.
2012, Simmons et al. 2011). Replication studies, in concert
with alternative approaches to improve methodological
practices, allow for empirical tests of their impact. If pre-
registration truly does improve the quality of psychological
research, then preregistered studies should be more repli-
cable. If methods for detecting publication bias work, then
attempts to replicate effects that publication bias-sensitive
meta-analyses suggest are robust should be more successful
than attempts to replicate effects that seem to stem from a
biased literature. In short, replication studies provide a
simple, easily understandable metric by which we can eval-
uate the extent of the problem and the degree to which
various solutions really work.

Coyne (2016) and others rightly argue that it would be
wasteful to perform direct replications of research with
highly obvious flaws. However, it is unclear how easy it
is to judge the obviousness of flaws in the absence of evi-
dence about replicability. Moreover, the claim that repli-
cations distract from bigger problems is perhaps based on
the misconception that replication is being proposed as a
panacea for all of the problems facing psychological
science. It is just one element of the toolbox of method-
ological reform.

5.5. Concern V: Replications affect reputations

Debates about the value of replication studies often focus
on the scientific value of replication. However, some
debates concern the reputational effects of replication
studies. These extra-scientific issues are relevant, both for
those whose work is replicated and for those who are
doing the replications.

Replication studies — and especially failed replications —
may have reputational costs for the authors of the original
studies. At first blush, this may seem surprising. Presum-
ably, researchers are evaluated positively for their ability
to come up with strong and novel tests of an existing
theory. Studies that have been selected for publication
are those that gatekeepers have agreed provide important

Zwaan et al.: Making replication mainstream

test of a valuable theory. If, in a later study, the specific
result appears to be unreplicable, this does not necessarily
have any bearing on the competence of the original author,
who should still be given credit for identifying an interest-
ing question and for developing a reasonable test of the
underlying theory in an ideal system. Likewise, anyone
can obtain fluke findings.

In practice, however, the scientific process does not
always proceed in this idealized trajectory. Authors of
failed replications might face questions of competency
and may feel victimized. At least, in some fields, authors
are less likely to be rewarded for an especially well-
designed experiment that tests an existing theory than for
anovel theoretical insight that happens to be demonstrated
through a particular study. As a result, researchers may feel
a sense of ownership of specific research findings, which
can mean that failures to replicate can feel like a personal
attack, one that can have implications for evaluations of
their competence.

Moreover, in a climate where questionable research
practices and fraud occasionally contaminate discussions
about replication, a failure to replicate can sometimes be
interpreted as an accusation of fraud. This contamination
is probably an unfortunate accident of history. Concerns
about questionable research practices, which gained atten-
tion as a response to the evidence for extrasensory percep-
tion put forth by Bem (2011), coincided with the
uncovering of evidence of widespread fraud by the social
psychologist Diederik Stapel (Levelt Committee, Noort
Committee, Drent Committee 2012). This underscores
the importance of separating discussions of fraud and dis-
cussions of best research practices. Conflating the two gen-
erates harm and reactance.

Replications also create reputational concerns for the
replicators who deserve credit for their thorough effort in
assessing the robustness of the original finding (in an
ideal world). Again, however, reality can be different
from the ideal. To publish original research, one must be
creative and daring, whereas such characteristics are not
necessarily required of those conducting replication
studies. Indeed, Baumeister (2016) has gone so far as to
argue that the replication crisis has created “a career
niche for bad experimenters.” Another reputational
concern results from the fact that several of the most
highly visible replication projects to date have involved rel-
atively large groups of researchers. How does one deter-
mine the contributions of and assign credit to authors of
a multi-authored replication article (Coyne 2016)? This
problem occurs, for example, when promotion/tenure deci-
sions have to be made.

5.5.1. Response. An increased emphasis on replication
studies will lead to new issues regarding reputational con-
cerns. Any form of criticism can sting, and failed replication
attempts may feel like a personal criticism, despite the best
intentions of those conducting and interpreting these rep-
lication attempts. This should be taken seriously. Replica-
tors should go out of their way to describe their results
carefully, objectively, and without exaggeration about the
implications for the original work. In addition, those
whose studies are the focus of replication attempts should
give replicators the benefit of the doubt when considering
the contribution of the replication study and the replicators’
motivations.
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It can be useful for both replicators and original authors
to have contact. In some cases, an adversarial collaboration
(Hofstee 1984; Kahneman 2003) may be attempted. An
adversarial collaboration is a cooperative research effort
that is undertaken by two (groups of) investigators who
hold different views on a particular empirical question
(e.g., Matzke et al. 2015; Mellers et al. 2001). However,
contact is often not essential. As noted in the opening sec-
tions, if a comprehensive description of the procedures
exists, there is little need for contact between replicators
and original authors. Some recommendations for collabora-
tion might reinforce the misconception that the original
author somehow owns a particular finding as opposed to
the finding existing independently of the author as part of
the scientific record.

There is some preliminary empirical evidence that failed
replications may not exact a reputational toll on authors of
the original findings. Fetterman and Sassenberg (2015)
surveyed published scientists on how they view researchers
whose findings fail to replicate and found that reputational
costs are at least overestimated (also see Ebersole et al.
2016b). As replication attempts become more normative,
concerns about reputational costs will lessen. After all, it
is likely that all active researchers have published at least
some false positives over the course of their career,
which means that all researchers should expect some of
their work not to replicate. As more replications are con-
ducted, the experience of having a study fail to replicate
will become more normative and, it is hoped, less
unpleasant.

Many of the reputational costs for those who conduct
replications are quite similar to issues that already exist in
the field regarding the evaluation of contributions for
authorship. Researchers already participate in a wide
variety of projects that vary in their novelty and the
extent to which the projects are seen as ground-breaking
versus incremental. Although many replication studies
tend toward the incremental, they can be ground-breaking
and novel (such as the systematic attempts to replicate large
sets of studies; e.g., Klein et al. 2014a; Open Science Col-
laboration 2015; Schweinsberg et al. 2016). In addition,
researchers often already collaborate on large-scale pro-
jects with many co-authors, and allocating credit is some-
thing that colleagues and promotion committees struggle
with quite regularly. Thus, in terms of credit, being
involved in replication studies does not differ much from
the status quo. This does not mean, however, that research-
ers should be encouraged to make a career out of conduct-
ing replications (and we are unaware of anyone who has
given such advice or actually tried this strategy). Conduct-
ing replications is a service to the field, but promotion and
tenure committees likely will continue to be looking for
originality and creativity. Given the current incentive struc-
ture in science, some sage advice for early career research-
ers is to conduct replications with the goal of building on a
finding or as only one small part of a portfolio of meaningful
research activity.

5.6. Concern VI: There is no standard method to evaluate
replication results

A question that often comes up in practice concerns the
interpretation of replication results. Two researchers can
look at the same replication study and come to completely

different conclusions about whether the original effect was
successfully duplicated. This is not entirely unexpected
given the importance of judgment in the scientific
process (e.g., Cohen 1990), but nonetheless it can be
unnerving to some. For example, the Open Science Collab-
oration (2015) used a variety of statistical methods to eval-
uate replication success for the Reproducibility Project:
Psychology: (1) Did the focal statistical test produce a stat-
istically significant p value using a predetermined o level
(typically .05) in the same direction as the original study?
(2) Did the point estimate from the original study fall
within the 95% confidence interval from the replication
study? (3) Does combining the information from original
and replication studies produce a significant result? These
different metrics can lead to different conclusions, and it
is not clear on which, if any, one should focus. This chal-
lenge raises an important issue: What is the point of
running replication studies at all if the field cannot agree
on which ones are successful?

5.6.1. Response. There are always multiple ways to
approach a statistical analysis for a given data set (Silber-
zahn et al. 2017), and the analysis of replications is no dif-
ferent. There is, however, a growing consensus on which
analyses are the most likely to give reasonable answers to
the question of whether a replication study provides
results consistent with those from an original study.
These analyses include both frequentist estimation and
Bayesian hypothesis testing. These different methods may
not always agree when they are applied to a particular
case, but often they do (see Etz 2015; Simonsohn 2016).
Given the multiple options available, investigators should
consider multiple approaches and also consider pre-regis-
tering analytic plans and committing to how evidence will
be interpreted before analyzing the data. Inferences that
are robust across approaches are more likely to be more sci-
entifically defensible. Two approaches are especially
promising.

One approach is the “small telescopes” approach
(Simonsohn 2015), which focuses on interpreting confi-
dence intervals from the replication study. The idea is to
consider what effect size the original study would have
33% power to detect and then use this value as a bench-
mark for the replication study. If the 90% confidence inter-
val from the replication study excludes this value, then we
say the original study could not have meaningfully exam-
ined this effect. Note that this does not license concluding
that the first study was a false positive; as noted by Simon-
sohn (2015), the focus of this approach shifts attention to
the design of the original study instead of just the bottom
line result.

A second approach is the “replication Bayes factor”
approach (Ly et al. 2017; Verhagen & Wagenmakers
2014; Wagenmakers et al. 2016b). The Bayes factor is a
number that represents the amount by which the new
data (i.e., the results of the direct replication) shift the
balance of evidence between two hypotheses, and the
extent of the shift depends on how accurately the compet-
ing hypotheses predict the observed data (Etz & Wagen-
makers 2017; Jeffreys 1961; Ly et al. 2016; Wrinch &
Jeffreys 1921). In the case of a replication study, the
researcher compares statistical hypotheses that map to (1)
a hypothetical optimistic theoretical proponent of the orig-
inal effect and (2) a hypothetical skeptic who thinks the
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original effect does not exist (i.e., any observed difference
from zero is due only to sampling error). The optimist’s
theoretical position is embodied by the posterior distribu-
tion for the effect from the original study, and the skeptic’s
theoretical position is embodied by the typical null hypoth-
esis that there is no effect. Each of these hypotheses makes
different predictions about the results researchers expect to
find in a replication attempt, and the replication Bayes
factor can be used to compare the accuracy of these
predictions. The skeptic’s hypothesis predicts that the rep-
lication effect size will be close to zero, whereas the propo-
nent’s hypothesis predicts the replication effect size will be
away from zero (because the posterior from the original
study will typically be centered on nonzero effects) and
closer to the result found in the original study. This formu-
lation connects the original and replication results in a way
that respects the fact that the two sets of results are linked
by a common substantive theory, and, in this approach, a
replication is deemed “successful” if the proponent’s
hypothesis is convincingly supported by the replication
Bayes factor and a “failure” if the skeptic’s hypothesis is
supported.

6. Summary and conclusions

Repeatability is an essential component of science. A
finding is arguably not scientifically meaningful until it
can be replicated with the same procedures that produced
it in the first place. Direct replication is the mechanism by
which repeatability is assessed and a tool for distinguishing
progressive from degenerative research programs. Recent
direct replications from many different fields suggest that
the replicability of many scientific findings is not as high
as many believe it should be. This has led some to speak
of a “replication crisis” in psychology and other fields.
This concern is shared by a broad community of scientists.
A recent Nature survey reported that 52% of scientists
across the sciences believe their field has a significant
crisis, whereas an additional 38% believe there is a slight
crisis (Baker 2016). According to the survey, 70% of
researchers have tried and failed to reproduce another sci-
entist’s findings.

Although the idea that a finding should be able to be rep-
licated is a foundational principle of the scientific method,
putting this principle into practice can be controversial.
Beyond debates about the definition of replication, many
concerns have been raised about (1) when replication
studies should be expected to fail, (2) what informational
value they provide in a field that hopes to pursue novel find-
ings that push theory forward, (3) the fairness and reputa-
tional consequences of the replication studies that are
conducted, and (4) the difficulty in deciding when a repli-
cation has succeeded or failed. We have reviewed the
major concerns about direct replication and we have
addressed them. Replication cannot solve all of the field’s
problems, but when used in concert with other approaches
to improving psychological science, it helps clarify which
findings the field should have confidence in as we move
forward. Thus, there are no substantive and methodological
arguments against direct replication. In fact, replication is
an important instrument for theory building. It should
therefore be made a mainstream component of psycholog-
ical research.
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Abstract: We agree with the authors” arguments to make replication
mainstream but contend that the poor replication record is symptomatic
of a pre-paradigmatic science. Reliable replication in psychology
requires abandoning group-level p-value testing in favor of real-time
predictions of behaviors, mental and brain events. We argue for an
approach based on analysis of boundary conditions where measurement
is closely motivated by theory.

We relish the authors” arguments to make replication mainstream.
They have done a tremendous job in summarizing and countering
objections to their cause. Yet acceptance that routine direct repli-
cation is crucial (and missing) has not quite reached a critical level
among psychological scientists. We view the poor replication
record as symptomatic of a pre-paradigmatic science. If we
accept that poor replication rates are mainstream, this means
the really brutal methodological cold turkey has yet to be braved.

Despite its stated goals, psychology does not in practice aim to
establish entirely reproducible effects. Zwaan et al.’s exhortation
“to make replication mainstream” arises because of this contrast
between goals and practice. Consider any run-of-the-mill
journal in physics, chemistry, or some other well-established
science in light of the concerns raised in Zwaan et al.’s last para-
graph. Applying these to any of the sciences listed would come
across as odd; as the tail wagging the dog. Although such an assess-
ment may be unpopular, a science without a core canon of directly
reproducible results is not yet a science. Nevertheless, the present
pre-paradigmatic phase of psychology arises as a result of the
maturity of the field, and not through any particular incompetence
or dishonesty on the part of we scientists. Inevitably, psychology
will still face a reproducibility problem 20 years from now, even
when recommendations such as preregistration, open materials,
data, and code are standard (cf. Meehl 1990a). Even those
results that now are technically reproducible are not often
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reproducible in a predictive sense: that they enable theoretically
related problems to be solved in a straightforward fashion.

Many solutions suggested for the concerns highlighted by Zwaan
et al. are decades old (Meehl 1967). The reproducibility crisis pre-
sents a sober occasion to revisit them, given our accumulating
research experience. Our view is that psychology and cognitive neu-
roscience have succeeded, in part, by picking the low hanging fruit.
By this we mean gathering those results that can be distinguished
by using assumptions of a linear, low-dimensional measurement
space, treating unparceled variance as “noise” and operational def-
initions of experimental manipulations as sufficient.

We argue reliable that replication requires reformulating the
nature of the ceteris paribus clause (“holding everything else cons-
tant”). This clause is usually interpreted as requiring tight control
of subjects’ behavior, so everything except the phenomenon of
interest is excluded from influencing the experimental outcome.
This restriction becomes problematic when applied to a
complex nonlinear system like a person embedded in an experi-
mental environment. Instead, we propose that the object to be
controlled is the entire experimental (and pseudo-naturalistic)
space in which the phenomenon of interest is evoked (Manicas
& Secord 1983). The goal is to exactly explore this space, to find
out how the phenomenon changes over relevant parameters and
where it is only trivially different. Rather than colliding opposing
theoretical positions (debates on X vs. Y), the goal is to demarcate
when one type of phenomenon (e.g., conscious, directed atten-
tion) becomes another (e.g., automatic attention), by defining its
boundary conditions. A major focus of theory is then to commit
to the experimental space being a certain (potentially nonlinear)
shape and dimensionality (Hultsch & Hickey 1978; Wallot &
Kelty-Stephen 201S). The “constant” of the ceteris paribus
clause is the requirement to accurately (and repeatedly) position
the subject in a desired portion of the theoretically defined exper-
imental space. Importantly, this introduces direct theoretical cri-
teria for deciding whether an experiment was run correctly and
blurs the distinction between direct and conceptual replication.

To prevent new evidential walls made of loose bricks, we
believe such a reformulation inherently requires abandoning
null hypothesis significance testing (NHST) as the primary
piece of evidence (Szucs & Ioannidis 2017b). Mere differences
are insufficient to characterize the experimental space and to posi-
tion a subject within it. Theory should provide us point predictions
(Lakens 2013; Widaman 2015). This approach allows us to explore
the nonlinear nature of the experimental space and to explicitly
motivate research practices like data transformation and aggrega-
tion. For example, if data appear log-normally distributed, trans-
formation is allowed only if theory states the value range has
geometric symmetries. What appears as a practical data-cleaning
operation in mainstream NHST could be a gross distortion of
the underlying phenomena when experiment, theory, and data
analysis are required to be tightly intertwined.

Furthermore, point predictions should be formulated at the
individual rather than group level. Much of our statistics was orig-
inally developed for agronomy, where individual kernel weights
can be aggregated to (trivially) calculate yields for the crop field.
This is generally not the case for the relationship between individ-
ual behaviors or neural measurements and the concomitant aggre-
gate outcomes across subjects (Alexander et al. 2013; 2015; Estes
1956). Yet, in our experience, it is rare for a paper to be rejected
because the authors have not proved that measures are linearly
behaved enough to bear the assumptions of aggregation
methods such as cross-trial and cross-subject averaging.

A consequence of individual predictions is that replication will
then involve running some more subjects over a range of experi-
mental conditions, each of which is a test of theory. Thus, the pro-
posed redefinition of the ceteris paribus clause may limit the
otherwise onerous resource requirements to reproduce experi-
mental results. Likewise, our redefinition mandates the conditions
under which the vast knowledge base of (mostly linear) statistical
assessment methods can be justifiably used. Provided experiment

and theory-dictated numerical transformations leave the data in a
linear space, linear methods are available.

A side effect of adopting something like our present proposal is
that it levels the playing field. Results from the history of findings
in psychology cannot be regarded as certain until they have
achieved successful replications of the kind that Zwaan et al.
argue for. We further suggest that this will not occur until a frame-
work is adopted that requires empirical feedback on the validity
and success of each experimental manipulation and theoretically
mandates every post-experiment transformation of the data.
This, in turn, will not occur until the bitter pill that non-replication
is mainstream has been swallowed.

Replications can cause distorted belief in
scientific progress
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Abstract: If we want psychological science to have a meaningful real-
world impact, it has to be trusted by the public. Scientific progress is
noisy; accordingly, replications sometimes fail even for true findings. We
need to communicate the acceptability of uncertainty to the public and
our peers, to prevent psychology from being perceived as having
nothing to say about reality.

Zwaan et al. extensively discuss six concerns related to making
replication mainstream. I raise a different one —distorted
perception of science by the public and, perhaps also, by peer
scientists.

Among the public there is a “myth of science™ an implicit
assumption that scientific findings report true effects, and that,
once a study is conducted, all scientists agree on its results (Pitt
1990). For example, when a mathematician is showing a proof for
a formula, it makes everybody acknowledge its validity. Similarly,
in logic or philosophy, finding a counterexample falsifies the
whole theory. People can have similar expectations toward empirical
sciences like psychology. Anticipating these expectations, mass
media present people with reports of scientific advancements,
rarely mentioning any associated uncertainty (Dudo et al. 2011).
In this context, it is not that surprising that presenting people with
information about the level of scientific consensus on a particular
finding, even an unlikely high one (e.g., 98%), sometimes backfires.
People interpret the less-than-100% consensus as a degree of uncer-
tainty they did not expect, and, as a result, they reduce their belief in
such a finding (Aklin & Urpelainen 2014). In short, people (includ-
ing my past self) expect scientific findings to be certain, and failing to
meet their expectation may lead to disbelief in reported findings, in
scientific domains, or even in science as a whole.

This is relevant to the effort to make replications mainstream
because the replication movement necessarily introduces a substan-
tial degree of uncertainty into science. For example, the well-cited
Open Science Collaboration (2015) was expected to replicate only
65.5% of tested studies under the assumption that every original
study reported a true effect (Gilbert et al. 2016). Yet, only 47%
of the original studies were successfully replicated, becoming a
vivid illustration of the “replication crisis.” Regardless of whether
the Open Science Collaboration would succesfully replicate half
or two-thirds of investigated studies, both of these numbers are
substantially lower than those expected by the lay audience,
namely, that all original studies should replicate. In fact, it is
likely that the replication crisis would have arisen even if the
Open Science Collaboration had replicated a much higher

Downloaded from hl@://www.%%ﬁ@%&%ﬁﬁ%a%ﬂ@oﬁ‘ 12@1138201 8 at 17:27:57, subject to the Cambridge Core terms of use, available at https://www.cambridge.org/core/terms.
https://doi.org/10.1017/50140525X17001972


mailto:mbialek@uwaterloo.ca
http://mbialek.com.pl
https://doi.org/10.1017/S0140525X17001972
https://www.cambridge.org/core
https://www.cambridge.org/core/terms

proportion of original studies, and even more than the expected
65.5%.

Among scientists, consensus on an issue is likely to depend on
congruity of data. Given that replications can fail even for true
findings, making replication mainstream backfires so that even
experts might be suffering doubt in true findings and might
struggle to distinguish between true and false findings. This, in
turn, will magnify the doubt of the public and drift the real-
world applications of scientific discovery toward zero. Empirical
evidence indicates that casting any doubt on scientific evidence
decreases support for the implementation of a public policy
based on such evidence (Koehler 2016). Underlining scientific
uncertainty is sometimes used eristically: “serves nothing but
defeating or postponing new regulations, allowing profitable
but potentially risky activities to continue unabated” (Freuden-
burg et al. 2008).

To be clear, the present argument is not that scientists should
stop replicating studies because they will look bad in the eyes of
the public. Rather, we need to actively work on communicating
the acceptability of uncertainty associated with scientific findings
to the public (and to our peers too). We, as scientists, simply do
not want to be perceived as the ones who know nothing and, there-
fore, are not worth listening to. Quite the opposite, we want to
communicate the noisy, but steady progress of science in
general, and psychology in particular. We also want our findings
to be implemented in public policy, so that we contribute to
making the world a better place. To accomplish that, we need to
ensure that the public understands how science works and that
uncertainty is something natural in science, and not a sign of
junk science. The implementation of public policies informed on
scientific evidence should be made like judicial verdicts. They
should be based on evidence beyond “reasonable doubt,” not on
absolute certainty.

One thing we could do is to keep in mind how things look
among the public, and emphasize the importance of replications
not in terms of weeding out “bad science,” but the normal
self-correction that is the very basis of scientific discovery. Com-
municating uncertainty associated with scientific progress will
determine whether massive replications will have predominantly
positive or negative effects.

Strong scientific theorizing is needed to
improve replicability in psychological science
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Abstract: The target article makes the important case for making
replicability mainstream. Yet, their proposal targets a symptom, rather than
the underlying cause of low replication rates. We argue that psychological
scientists need to devise stronger theories that are more clearly falsifiable.
Without strong, falsifiable theories in the original research, attempts to
replicate the original research are nigh uninterpretable.

We applaud Zwaan et al. for compiling many of the present con-
cerns researchers have regarding replication and for their
thoughtful rejoinders to those concerns. Yet, the authors gloss
over an underlying cause of the problem of the lack of replicability
in psychological science and instead focus exclusively on address-
ing a symptom, specifically that the field does not make replica-
tions a centerpiece of hypothesis testing. An underlying cause is
that psychologists do not actually propose “strong” testable theo-
ries. To paraphrase Meehl (1990a), null hypothesis testing of
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“weak” theories produces a literature that is “uninterpretable.”
In particular, this is because the qualitative hypotheses generated
from weak theories are not formulated specifically enough, just
that “X and Y” will interact. Thus, any degree and form of interac-
tion could be used to support the [frequentists’] statistical hypoth-
esis. Further, it is important to remember that the statistical
hypothesis, that is, the alternative to the null, is never actually
true (Cohen 1994) and can address only the degree of the inter-
action, not the form. In other words, both a disordinal interaction
from an original study and an ordinal interaction from a replica-
tion would yield statistical support for the interaction hypothesis.
Had the theory been stronger, the hypothesis would have pre-
dicted a specific degree and form of the interaction, resulting in
the non-replication of the original study by the second. This in
part may explain how we came to the conclusion in our own exam-
ination of research practices and replication metrics of published
research (Motyl et al. 2017; Washburn et al., 2018) that the
metrics of replicability seemed to support Meehl's prediction
that a poorly theorized scientific literature would produce “unin-
terpretable” results. Thus, the authors’ concern VI (sect. 5.6)
regarding point estimation (e.g., effect size, p-values) and their
confidence intervals implicitly assume that the original study
and replication were interpretable results regarding the verisimil-
itude of the theory. To summarize this argument, take for a
moment the example of throwing darts at a dart board. Zwaan
et al. were concerned with whether the second dart came near
the first. However, based on the way psychology often works,
the size of the bullseye may be the whole wall. Thus, replication
can only contribute to the falsification of a theory that is well-
defined.

The current predicament of weak theorizing may be created
in part by the thinking that “humans are too complicated for
strong theories.” Zwaan et al. speak to the symptom of this
problem by stating that “context” needs to be better described
in our methods sections. Psychological theories often require
substantial auxiliary theories and hypotheses to “derive” the
qualitative hypotheses that motivate our studies (Meehl
1990b). In short, this leads to the problem of “theoretical
degrees of freedom” such that the ambiguous theory can be
re-instantiated in such a way that any result we may find will
be used as support for our, in fact, unfalsifiable theories.
Zwaan et al. assert “If a finding that was initially presented as
support for a theory cannot be reliably reproduced using the
comprehensive set of instructions for duplicating the original
procedure, then the specific prediction that motivated the orig-
inal research question has been falsified (Popper 1959/2002), at
least in the narrow sense” (sect. 2, para. 3). The kind of falsifi-
cation advocated by Zwaan et al., however, becomes increas-
ingly difficult the further removed a statistical hypothesis is
from the qualitative hypothesis (Meehl 1990a), and the
finding is rendered uninterpretable when our statistical and
qualitative hypotheses become couched in an increasing
number of implicit auxiliary hypotheses. Indeed, if our theories
are so weak that any contextual change negates them, then
those are not theories; they are hypotheses masquerading as
theories. Gray (2017) proposed a preliminary method to instan-
tiate our theories visually, which forces the scientist to think
through their theory’s concepts and relationships. This is a
stronger recommendation than the ones made by Zwaan
et al., who suggest simply being more careful about statements
of generalizability. Concerns II (sect 5.2) and IV (sect. 5.4)
would be resolved with stronger theorizing, more careful deri-
vations and discussions of statistical and qualitative hypotheses,
as well as both direct and conceptual replications to test the
boundary conditions of those theories.

In summary, we contend that the target article authors are right
that we need to make replication more mainstream, but argue that
we need to go further and encourage stronger theorizing to help
make replications more feasible and meaningful.
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Abstract: The debate about whether replication studies should become
mainstream is essentially driven by disagreements about their costs and
benefits and the best ways to allocate limited resources. Determining
when replications are worthwhile requires quantifying their expected
utility. We argue that a formalized framework for such evaluations can
be useful for both individual decision-making and collective discussions
about replication.

In a summary of recent discussions about the role of direct repli-
cations in psychological science, Zwaan et al. argue that replica-
tions should be more mainstream and discuss six common
objections to direct replication studies. We believe that the
debate about the importance of replication research is essentially
driven by disagreements about the value of replication studies and
the best way to allocate limited resources. We suggest that a deci-
sion theory framework (Wald 1950) can provide a tool for
researchers to (a) evaluate costs and benefits to determine when
replication studies are worthwhile, and (b) specify their assump-
tions in quantifiable terms, facilitating more productive discus-
sions in which the sources of disagreement about the value of
replications can be identified.

The main goal of decision theory is to quantify the expected
utility (the result of a cost-benefit analysis, incorporating
uncertainty about the state of the world) of possible actions
to make an optimal decision. To determine when a replication
study is valuable enough to perform, we must compare the
expected utility of a replication study against alternative
options (e.g., performing a conceptual replication or pursuing
novel lines of research). In this commentary, we explore
some of the costs and benefits of direct replications and
emphasize how different assumptions can lead to different
expected-utility judgments.

Costs and benefits of direct replications. The expected utility
of replication studies depends on several factors, such as judg-
ments about the reliability of the literature, the perceived
public interest in a finding, or the judged importance of a
theory. Importantly, these assessments are subjective and can
lead to disagreements among researchers. Consider the concerns
addressed by Zwaan et al.: Should we continue to examine highly
context-dependent effects or limit ourselves to effects that are
robust across contexts? Should we spend more resources on
direct or conceptual replications? Are direct replications prohib-
itively costly in large-scale observational studies? The answer is:
It depends.

Highly context-dependent effects might, as Zwaan et al.
note, make it “difficult, if not impossible, for new knowledge
to build on the solid ground of previous work” (sect. 5.1.1,
para. 8, concern I). However, to argue against pursuing these
research lines, one must make the case that such costs out-
weigh the expected benefits. In some research areas, such as
personalized medicine, highly context-dependent effects may
be deemed worthwhile to pursue. If researchers believe

some (perhaps even all) effects are highly context dependent,
they should be able to argue why these effects are important
enough to study, even when progress is expected to be slow
and costly.

Some researchers argue that even a single replication can be
prohibitively costly (sect. 5.3, concern III). For example,
Goldin-Meadow stated that "it’s just too costly or unwieldy to
generate hypotheses on one sample and test them on another
when, for example, we're conducting a large field study or
testing hard-to-find participants" (2016). Some studies may be
deemed valuable enough to justify even quite substantial invest-
ments in a replication, which can often be incorporated into the
design of a research project. For instance, because it is unlikely
that anyone will build a Large Hadron Collider to replicate the
studies at the European Organization for Nuclear Research
(CERN), there are two detectors (ATLAS and CMS) so that
independent teams can replicate each other’s work. Thus, high
cost is not by itself a conclusive argument against replication.
Instead, one must make the case that the benefits do not
justify the costs.

The expected utility of a direct replication (compared with a
conceptual replication) depends on the probability that a spe-
cific theory or effect is true. If you believe that many published
findings are false, then directly replicating prior work may be a
cost-efficient way to prevent researchers from building on unre-
liable findings. If you believe that psychological theories usually
make accurate predictions, then conceptual extensions may lead
to more efficient knowledge gains than direct replications (sect.
5.2, concern II). An evaluation of costs might even reveal that
neither direct nor conceptual replications are optimal, but that
scientists should instead focus their resources on cheaper
methods to increase the reliability of science (sect. 5.4,
concern 1V).

The value of replication studies is also influenced by the antic-
ipated interpretation of their outcomes (sect. 5.6, concern VI). If
we cannot reach agreement about how to evaluate a given result,
its benefit to the field may be close to zero. The outcome of a rep-
lication study should increase or decrease our belief in an effect,
or raise new questions about auxiliary assumptions that can be
resolved in future studies. Replications may thus have higher sub-
jective value when consensus about the interpretation of out-
comes can be determined a priori (e.g., via pre-registered
adversarial collaboration).

Replication attempts may also have social costs and benefits for
researchers who perform replication studies, or whose work is
replicated. One strength of decision theory is that it allows us to
incorporate such social components in cost-benefit analyses. For
example, researchers currently seem to disagree about when,
and how much, reputations should suffer when findings do not
replicate (sect. 5.5, concern V). If the reputational costs of unsuc-
cessful replications are too high, scholars may be overly reluctant
to publish novel or exploratory findings. If the reputational costs
are nonexistent, scholars may not exert ideal levels of rigor in
their work. The social norms influencing these costs and benefits
are shaped by the scientific community. Explicitly discussing those
norms can help us change them in ways that incentivize direct rep-
lications when they, ignoring the social consequences, would have
high utility.

Conclusion. It is unlikely that directly replicating every study, or
never directly replicating any study, is optimally efficient. A better
balance would be achieved if researchers performed direct repli-
cations when the expected utility exceeded that of alternative
options. Decision theory provides a useful framework to discuss
the expected utility of direct replications based on a quantification
of costs and benefits. A more principled approach to deciding
when to perform direct replications has the potential to both
help researchers optimize their behavior and facilitate a more pro-
ductive discussion among researchers with different evaluations of
the utility of replication studies.
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Abstract: A scientific claim is a generalization based on a reported
statistically significant effect. The reproducibility of that claim is
its scientific meaning. Anything not explicitly mentioned in a scientific
claim as a limitation of the claim’s scope means that it implicitly
generalizes over these unmentioned aspects. Hence, so-called “conceptual”
replications that differ in these unmentioned aspects from the original
study are legitimate, and necessary to test the generalization implied by the
original study’s claim.

I commend the authors for carefully addressing some of the
canards that have emerged in the recent attempts to downplay
the crucial role of replication in psychology. However, they fail
to avoid a widespread conceptual confusion that has substantially
contributed to the declining reputation of replication in
psychology.

In the target article, the words finding, result, effect, and claim
are used interchangeably, probably for reasons of stylistic varia-
tion. That is fine, but it also obscures a number of relevant distinc-
tions. Independent of the words we use, it is important in the
context of replication to distinguish between the following con-
cepts: data, the raw recordings of the dependent measure(s); dif-
ference, the descriptive difference between aggregated values of
the data for the relevant conditions; and significant difference,
or effect, which is the statistical generalization of an observed dif-
ference, demonstrating that the difference cannot be explained by
chance alone. The presence of an effect is necessary (but not suf-
ficient) for making a claim, which is an effect believed to be gen-
eralizable to the population and context of interest. Claims either
support or undermine theories, which is why we make them in the
first place.

Every one of these concepts is an avenue for replication. If
we replicate data, we essentially double-check for measurement
errors or fraud. If we replicate a difference found in the data, we
double-check for the way the data were aggregated, for
example, to avoid Simpson’s paradox (Simpson 1951). If we rep-
licate an effect, we reproduce the statistical procedure that was
used to make sure that the difference was not due to chance
alone. Finally, and most importantly for the present discussion,
if we do a replication study about a claim, we check the gener-
alizability of the effect over the population, task, and other
aspects of the context that the claim was about. In that sense,
the reproducibility of a claim is its scientific meaning. If we
establish in a controlled experiment at Tufts University that
undergrads in Computer Science perform better at a math
test when they have had coffee than when they have not, the
fact that those specific undergrads performed better at that spe-
cific math test on that specific day after having that specific
amount of that specific type of coffee is not particularly interest-
ing. It is the underlying claim (which one hopes is clearly spec-
ified in the study) that people, young adults, or students
perform better at math, analytic problem solving, or whatever
the claim says, when they have had coffee, or caffeine, or what-
ever the claim says.

So the discussion of direct versus conceptual replication, as well
as the assessment of the value of a “conceptual replication,” can be
elegantly addressed once we realize that all the replication of a
claim does is explore the generalizability of that claim.

The more general the claim the finding is held to support, the
more “conceptual” the replication of the supporting findings can
(and should) be. Suppose we have an effect E that we report to
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claim evidence for scientific claim C. Then, if C is identical to
E, such that C is a claim of the type “The participants in our exper-
iment did X at time T in location L performing task X,” it is impos-
sible to replicate that claim because the exact circumstances under
which E was found were unique and, therefore by definition, irre-
producible. But in this case (that C = E), C obviously has no gen-
erality at all and is therefore scientifically irrelevant. If, on the
other hand, C is more general than E, the level of detail that is
provided in the claim should be sufficient to enable readers to
attempt to replicate the claim, allowing for variation that the
authors do not consider important. If the authors remark that
the effect arises under condition A, but acknowledge that it
might not arise under condition B (e.g., with participants who
are aged 21-24 rather than 18-21), then clearly a follow-up exper-
iment under condition B is not a valid replication. But if their
claim does not specify the age for which the claim should hold,
then a follow-up study involving condition B is a perfectly legiti-
mate replication. The failure to specify any particular limitation
of the claim might reasonably be considered an implicit statement
that the claim is so general that changing this aspect in a replica-
tion study should not matter.

So assuming the data are accurate and the statistical generali-
zation is solid, if we just use the rule “whatever is not specified
in the claim is something the claim is generalizing over,” we
accomplish three (good) things. First, we create an incentive
for authors to be more careful in specifying the generalizability
of their claims. Second, we make it easier to replicate studies to
assess the validity of their claims. And third, we avoid the possible
cop-out for authors of nonreplicated studies that the study did not
replicate because of “unknown moderator variables.” If these var-
iables were not excluded in the original study by limiting the gen-
erality of the claim, they cannot be invoked to discredit a failed
replication.

A possible argument against the proposed rule is that it
becomes much harder to make claims that hold up under replica-
tion. My response to that argument is that this is not a bug, but a
feature. Finding general effects in psychology is very difficult, and
it would be a good first step to address our replication crisis if we
stopped pretending it is not.

To make innovations such as replication
mainstream, publish them in mainstream
journals
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Abstract: It was a pleasure to read Zwaan et al.’s wise and balanced target
article. Here, I use it as a shining example for bolstering the argument that
to make innovations such as replication mainstream, it seems advisable to
move the debates from social media to respected “mainstream” psychology
journals. Only then will mainstream psychologists be reached and, we
hope, convinced.

In this commentary, I argue that the important debates in our
discipline (e.g., whether and how to replicate) necessarily
belong in scientific journals and should not be restricted to
the blogosphere or the social media universe. I concede that
the issue I am raising (i) is not at odds with Zwaan et al. (in
fact, their explicit goal is to move the debate to a journal) and
(ii) does not address the main content of their target article (I
completely agree with all of Zwaan et al’s claims about
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replication), but instead focuses on a seemingly minor point that
was mentioned in the target article (i.e., the outlet in which the
debate takes place). However, I am convinced that the outlet is
of critical relevance here.

First and most important, I believe that most mainstream sci-
entists still read scientific journals more frequently and more
intensely than they follow social media. Thus, it is simply more
efficient to publish fresh ideas in journals to gain optimal access
to “the silent majority” whom authors would like to convince. A
perfect example here is the success of the “False-Positive Psy-
chology” article published in Psychological Science (Simmons
et al. 2011; see also Simmons et al. 2018). A few additional exam-
ples that readily come to mind are the publication of the results of
the “Replication Project: Psychology” in Science (Open Science
Collaboration 2015), the — regrettably renamed — “Voodoo Corre-
lations” paper in Perspectives on Psychological Science (Vul et al.
2009), the “Scientific Utopia” article in Psychological Inquiry
(Nosek & Bar-Anan 2012), and the mind-boggling “Political
Diversity” paper in Behavioral and Brain Sciences (Duarte
et al. 2015).

Of course, it is certainly difficult and all too often very frustrat-
ing to try to publish innovative ideas or critiques of established
theories in journals because the thorny peer-review process some-
times seems to be abused by established scholars in their roles of
reviewers and editors in efforts to block innovations and criticism.
By contrast, all ideas can quickly and without filtering be pub-
lished in blogs, and there have been several additional clever argu-
ments put forward in favor of blogs over journals (e.g., open data,
code, and materials, open reviews, no eminence filter, better error
correction, and open access; Lakens 2017). On the other hand,
established scholars sometimes complain about, for example, a
lack of reflection, a lack of peer advice, impulsivity, personalized
debates, and personal accusations triggered by the features of
social media. Although I believe that the “tone debate” has
been largely exaggerated—"Don’t dish it out if you can’t take
it" — there is some evidence that intellectual opponents and espe-
cially third parties might be more efficiently convinced if the argu-
ments are presented in a friendly tone. Thus, the more formal and
down-to-earth tone used in scientific journals might in fact be
helpful for convincing others. Similarly, mainstream journals
are, in general, still more highly respected than most social
media outlets. Thus, especially more conservative scholars will
trust arguments exchanged in journals more than those that
come from debates fought out in blogs.

This should by no means be interpreted to mean that blogs
and social media do not have their merits in the replication
debate and beyond. To the contrary: They are fast, they are sub-
jective, they are mostly short and to-the-point, they may be pro-
vocative, and so forth. My argument is instead that the
important debates in our discipline (e.g., whether and how to
replicate) should not be restricted to these media but should
also be published in established mainstream journals. Although
such journals are necessarily somewhat slower, they offer
another form and style and can potentially present a more elab-
orated form of the argument. If one mainstream journal rejects
your paper, please try another (and so on). There are also newly
founded —not yet so well-established — journals such as Colla-
bra, Metapsychology, or Advances in Methods, and Practices
in Psychological Science (to name just a few) that might be
alternatives in the face of repeated publication failure in more
traditional journals.

Taken together, the formal publication of well-crafted and
clever articles (e.g., this one on replication in BBS) seems to
offer the best and most efficient way to reach a maximal audience
and especially to convince as yet undecided individuals to, for
example, join the replication movement in order to make repli-
cation mainstream, thereby providing one contribution (out of
many possible ones) to psychology’s renaissance (Nelson et al.
2018).

A pragmatist philosophy of psychological
science and its implications for replication
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Abstract: A pragmatist philosophy of psychological science offers to the
direct replication debate concrete recommendations and novel benefits
that are not discussed in Zwaan et al. This philosophy guides our work as
field experimentalists interested in behavioral measurement. Furthermore,
all psychologists can relate to its ultimate aim set out by William James: to
study mental processes that provide explanations for why people behave as
they do in the world.

A pragmatist philosophy of psychological science offers to the
direct replication debate concrete recommendations and novel
benefits that are not discussed in Zwaan et al. Pragmatism starts
from the premise that “thinking is for doing” (Fiske 1992). In
other words, pragmatic psychological theories investigate the
mental processes that predict observable behavior within the
“rich thicket of reality” (James 1907, p. 68). This philosophy
guides our work as field experimentalists interested in behavioral
measurement. Furthermore, all psychologists can relate to its ulti-
mate aim set out by William James: to study mental processes that
provide explanations for why people behave as they do in the
world.

Recommendations. A pragmatist philosophy of science urges
scientists to observe what behaviors emerge in the complexity
of real life; it encourages active theorizing about individuals” con-
texts and the way that individuals construe or interpret them.
Specifically, direct replications should research the context of
the planned replication site (i.e., James’s “thicket of reality”) to
determine when it is appropriate to use the precise materials of
previous experiments and when researchers should translate
materials at the new site so that they will replicate the original
participants’ construal (Paluck & Shafir 2017). Some methods
for documenting context and adapting studies include well-
designed manipulation checks, pretesting, reporting on the phe-
nomenological experience of participants in any intervention, and
collaboration with those who have actually implemented previous
studies. An additional recommendation we propose is statistical:
Investigators should statistically characterize the field, meaning
that every study should report the amount of explained and unex-
plained variance of the treatment effect. In this way, replications
and original findings can be explicitly situated by both the effect
size and the amount of “noise” (e.g., from measurement error or
unmeasured construal, context, and individual differences) that
might help identify the source of differences across studies (Mar-
tinez et al. 2018).

Benefits. A pragmatist approach draws out the creativity and
rigor of replication research. For example, when conducting a rep-
lication of a field experiment at a new site, the question of whether
to use the same materials or to create translated (construal-pre-
serving) materials arises. Field replications create the most
obvious opportunities to develop rigorous standards that describe
and compare research settings. These standards could be adopted
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by researchers working in many settings. Researchers can break
new ground by developing these methodological standards, as
opposed to basing replication decisions on unstated assumptions
about context similarity. Theorizing the context of a proposed rep-
lication also entails creative theoretical integration in our highly
differentiated field; specifically, the integration of theories that
pertain to context (to situation, identity, culture, and perception)
with the focal theory that is to be tested with the replication. Addi-
tionally, reporting the total unexplained and explained variance
from a study is an explicitly camulative exercise aimed at meta-
analysis. Emphasizing measurement as a point of comparison
between studies also addresses the chronology problem (Zwaan
etal., sect. 5.1.1) in which studies that are “first” to ask a particular
question are prioritized over replications.

Field researchers, who regularly face the challenge of theoriz-
ing a broader context, may have a larger leadership role in devel-
oping conventions of direct replication than implied by Zwaan
et al., who predict fewer replications of field versus laboratory
studies. For example, in the digital space, replications of market-
ing and media experiments proceed at a scale that vastly outstrips
normal academic research. These studies represent enormous
opportunities to examine the impact of context on causal rela-
tionships (Kevic et al. 2017). In the policy world, Campbell’s
vision for the experimenting society (Campbell 1969; 1991)
lays out steps for cost-efficient and politically feasible replication
of studies across real-world settings. Such experiments feature
contextual variation of deep theoretical importance, including
differing levels of economic inequality, demographic diversity,
and political contestation (for an example, see Dunning et al.,
in press). Finally, articles based on field experimental replica-
tions can be models of compelling scientific writing, combating
claims that replication research is rote and boring, because
field studies lend themselves to a rich description of place, par-
ticipants, history, and more generally the psychological and
behavioral equilibrium into which a social scientist intervenes
(Lewin 1943/1997).

Don’t characterize replications as successes
or failures
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Abstract: No replication is truly direct, and I recommend moving away
from the classification of replications as “direct” or “conceptual” to a
framework in which we accept that treatment effects vary across
conditions. Relatedly, we should stop labeling replications as successes
or failures and instead use continuous measures to compare different
studies, again using meta-analysis of raw data where possible.

I agree wholeheartedly that replication, or the potential of rep-
lication, is central to experimental science, and I also agree that
various concerns about the difficulty of replication should, in
fact, be interpreted as arguments in favor of replication. For
example, if effects can vary by context, this provides more
reason why replication is necessary for scientific progress. I
also agree with the target article that it is an error when, follow-
ing a disappointing replication result, proponents of the original
published studies “irrationally privilege the chronological order
of studies more than the objective characteristics of those
studies when evaluating claims about quality and scientific
rigor” (sect. 5.1.1, para. 3). As a remedy to this fallacy I have
proposed a “time-reversal heuristic” (Gelman 2016b): the
thought experiment of imagining the large, pre-registered
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replication study coming first, followed by the original, uncon-
trolled study.

It may well make sense to assign lower value to replications than to
original studies, when considered as intellectual products, as we can
assume the replication requires less creative effort. When considered
as scientific evidence, however, the results from a replication could
well be better than those of the original study, in that the replication
can have more control in its design, measurement, and analysis.

It is also good to present and analyze all of the data from an
experiment. Selection, forking paths, and researcher degrees of
freedom have led us into the replication crisis, but these problems
are all much reduced with analyses that use all of the data. Con-
versely, if we do not have access to raw data, many published
results are close to useless, and when there is a high-quality pre-reg-
istered replication, I would be inclined to pretty much ignore the
original paper, rather than, say, to assume the truth lies somewhere
between the original and replication results.

Beyond this, I would like to add two points from a statistician’s
perspective.

First, the idea of replication is central not just to scientific prac-
tice but also to formal statistics, even though this has not always
been recognized. Frequentist statistics relies on the reference
set of repeated experiments, and Bayesian statistics relies on the
prior distribution which represents the population of effects —
and in the analysis of replication studies it is important for the
model to allow effects to vary across scenarios.

My second point is that in the analysis of replication studies I
recommend continuous analysis and multilevel modeling
(meta-analysis), in contrast to the target article which recom-
mends binary decision rules, which I think are contrary to the
spirit of inquiry that motivates replication in the first place.

The target article follows the conventional statistical language in
which a study is a “false positive” if it claims to find an effect where
none exists. But in the human sciences, just about all of the effects
we are trying to study are real; there are no zeros. See Gelman
(2013) and McShane et al. (2017) for further discussion of this
point. Effects can be hard to detect, though, because they can
be highly variable and measured inaccurately and with bias.
Instead of talking about false positives and false negatives, we
prefer to speak of type M (magnitude) and type S (sign) errors
(Gelman & Carlin 2014). Related is the use of expressions such
as “failed replication.” I have used such phrases myself, but they
get us into trouble with their implication that there is some crite-
rion under which a replication can be said to succeed or fail. Do
we just check whether p<.05? That would be a very noisy rule,
and I think we would all be better off simply reporting the
results from the old and new studies (as in the graph in
Simmons & Simonsohn 2015). If there is a need to count replica-
tions in a larger study of studies such as the Open Science Collab-
oration, I would prefer to do so using continuous measures rather
than threshold-based replication rates.

The authors write, “if there is no theoretical reason to assume
that an effect that was produced with a sample of college students
in Michigan will not produce a similar effect in Florida, or in the
United Kingdom or Japan, for that matter, then a replication
carried out with these samples would be considered direct”
(sect. 4, para. 3). The difficulty here is that theories are often so
flexible that all these sorts of differences can be cited as reasons
for a replication failure. For example, Michigan is colder than
Florida, and outdoor air temperature was used as an alibi for a rep-
lication failure of a well-publicized finding in evolutionary psychol-
ogy (Tracy & Beall 2014). Also there is no end to the differences
between the United Kingdom and Japan that could be used to
explain away a disappointing replication result in social psychology.
The point is that any of these could be considered a “direct repli-
cation” if that interpretation is desired, or a mere “extension” or
“conceptual replication” if the results do not come out as
planned. In social psychology, at least, it could be argued that no
replication is truly direct: society, and social expectations, change
over time. The authors recognize this in citing Schmidt (2009)
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and also in their discussion of why contextual variation does not
invalidate the utility of replications; given this, I think the
authors could improve their framework by abandoning the
concept of “direct replication” entirely, instead moving to a
meta-analytic approach in which it is accepted ahead of time that
the underlying treatment effects will vary between studies.
Rather than trying to evaluate “whether a study is a direct or con-
ceptual” replication, we can express the difference between old
and new studies in terms of the expected variation in the treatment
effect between conditions.

That said, if the measurements in the original study are indirect
and noisy (as is often the case) and it is impossible or inconvenient
to reanalyze the raw data, the question is moot, and it can make
sense to just take the results from the replication or extension
studies as our new starting point.

Three ways to make replication mainstream
doi:10.1017/50140525X1800064X, €129
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Abstract: Zwaan et al. argue convincingly that replication needs to be
more mainstream. Here, I suggest three practices for achieving that
goal: Incremental Replications, which are built into each experiment in
a series of experiments; Reciprocal Replications, which are reciprocal
arrangements of co-replications across labs; and Didactic Replications,
which are replications used for training,

Zwaan et al. provide convincing arguments for the value of repli-
cation — and the need to make replication practices mainstream in
psychology. However, due most likely to limits of space rather
than limits of vision, Zwaan et al. stop short of providing concrete
steps researchers can take to make replication mainstream. Here,
I suggest three practices researchers can adopt to better incorpo-
rate replication into their labs.

Incremental replications. We might think of replication as a
practice that occurs in a separate lab with different researchers.
Also the other two replication practices I will discuss can occur
that way. But our own studies can also benefit from the verifi-
cation of replication, within our own lab and within the same
studies. An obvious step is to conduct exact replications
within a series of experiments (e.g., “Experiment 2: Replica-
tion. We tested an additional 120 subjects using the same mate-
rials and procedures as we used in Experiment 1,” and
“Experiment 4: Replication. We tested an additional 120 sub-
jects using the same materials and procedures as we used in
[Experiment 3],” Gernsbacher & Hargreaves 1988, p. 704
and 706).

More parsimoniously, we can conduct, within the same study,
what I am calling incremental replications. For example, in a
series of experiments investigating how readers understand pro-
nouns, I probed participants immediately before versus after
they read a pronoun in one experiment. In another experiment,
I again probed participants immediately after they read a
pronoun, but in this second experiment I also probed them
after they finished reading the entire sentence (Gernsbacher
1989). In this way, across experiments but within the same
study, I tried to incrementally replicate each of the previously
tested probe points (see also Garnham et al. 1996, for a similar
approach).

As another example, in a series of priming experiments, we
manipulated two types of primes in a first experiment and
manipulated again one of those two prime types along with a
different prime type in a second experiment (Gernsbacher
et al. 2001a). In another series, we manipulated three prime

types in a first experiment and repeated two of the three
prime types across other experiments (Gernsbacher et al.
2001b). These incremental replications in within-subject
designs also allowed us to assess the stability of our previous
results in slightly different contexts (the value of which
Zwaan et al. highlight).

Incremental replication is also valuable in between-subject
designs. For example, in a series of between-subject treatment
experiments, we repeated the baseline condition in subsequent
experiments with other subjects (and juxtaposed with other treat-
ments), which allowed us to assess the baseline condition’s stabil-
ity (Traxler & Gernsbacher 1992). In another series of
experiments, we repeated the control condition in subsequent
experiments, which allowed us to assess its stability (Traxler &
Gernsbacher 1993).

Reciprocal replications. We might also think of replication as a
practice that occurs only after a study has been peer reviewed.
However, I would rather receive confirmation (or disconfirma-
tion) of the stability of my results earlier rather than later.
Zwaan (2017) in material left on the target article’s editing floor,
describes how this can be done.

A research group formulates a hypothesis that they want to test. At the
same time, they desire to have some reassurance about the reliability of
the finding they expect to obtain. They decide to team up with another
research group. They provide this group with a protocol for the exper-
iment, the program and stimuli to run the experiment, and the code for
the statistical analysis of the data. The experiment is preregistered. Both
groups then each run the experiment and analyze the data indepen-
dently. The results of both studies are included in the article, along
with a meta-analysis of the results.

Zwaan (2017) calls this practice as concurrent replication, and
my recommendation goes one step further: Make the process
reciprocal. Lab A attempts to replicate Lab B’s study,
while Lab B is doing the same for Lab A’s study. Platforms
such as StudySwap (deemed “a Craigslist for researchers” by
Nosek in Chawla 2017) and Psychological Science Accelerator
are ideal for reciprocal replication. Reciprocal replications
should take some of the adversarial sting out of traditional
replications.

Didactic replications. Lastly, we can make replication more
mainstream by embracing it as a training tool. When I was a
first-year doctoral student, in one of my first meetings with
my advisor, he walked to his filing cabinet, pulled out a recently
published article, and suggested I spend my first semester
trying to replicate the results. The fact that this didactic activity
occurred nearly 40 years ago might be surprising. More surpris-
ing might be the fact that the first author of the study my
advisor tasked me to replicate was, indeed, my advisor (Foss
& Blank 1980).

As it turned out, the previous study only partially replicated
(Foss & Gernsbacher 1983). Learning how to execute an exper-
iment from a published article was an incredibly valuable train-
ing experience. (Most likely this is why beginning cooks are
encouraged to follow a recipe precisely, before adding their
own flourishes.) Deciphering why the previous study only par-
tially replicated was an even more valuable training experience.
I believe I learned more about experimental design, stimulus
creation, and the myriad other steps involved in doing good
science than I would have learned had I joined an in-process
study or tried to generate a new study from scratch.

The didactic value of replication has been advocated by others,
most notably Grahe and his “Collaborative Replications and Edu-
cation Project” (Grahe et al. 2014). Along with Incremental Rep-
lications, which are replications built into each of a series of
experiments to attempt to replicate parts of previous experiments,
and Reciprocal Replications, which are reciprocal arrangements
of co-replication, Didactic Replications can make replication
more mainstream.
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Abstract: We suggest three additional improvements to replication
practices. First, original research should include concrete checks on
validity, encouraged by editorial standards. Second, the reasons for
replicating a particular study should be more transparent and balance
systematic positive reasons with selective negative ones. Third,
methodological validity should also be factored into evaluating
replications, with methodologically inconclusive replications not counted
as non—replications.

Although we largely agree with Zwaan et al.’s analysis, we want to
add to it, drawing on our experiences with replications as authors
and editors. Over the past years in psychology, successful reforms
have been based on concrete suggestions with visible incentives.
We suggest three such moves that Zwaan et al. might not have
considered.

Anticipate replication in design. In answering concerns about
context variability, Zwaan et al. suggest that original authors’
reports should be more detailed and acknowledge limitations.
But these suggestions miss what lets us meaningfully compare
two studies across contexts: calibration of methods, independent
from the hypothesis test.

Often, suspicions arise that a replication is not measuring or
manipulating the same thing as the original. For example, the
Reproducibility Project (Open Science Collaboration 2015) was
criticized for substituting an Israeli vignette’s mention of military
service with an activity more common to the replication’s U.S. par-
ticipants (Gilbert et al. 2016). All of the methods reporting in the
world cannot resolve this kind of debate. Instead, we need to
know whether both scenarios successfully affected the indepen-
dent variable. Whether researchers have the skill to carry out a
complex or socially subtle procedure is also underspecified in
most original and replication research, surfacing only as a doubt
when replications fail.

Unfortunately, much original research does not include proce-
dures to check that manipulations affected the independent vari-
able or to validate original measures. Such steps can be costly,
especially if participant awareness concerns require a separate
study for checking. Nevertheless, the highest standard of research
methodology should include validation that lets us interpret both
positive and negative results (Giner-Sorolla 2016; LeBel & Peters
2011). Although the rules of replication should allow replicators to
add checks on methods, such checks should also be a part of orig-
inal research. Specifically, by adopting the Registered Report pub-
lication format (Chambers et al. 2015), evaluation of methods
precedes data collection, so that planning to interpret negative
results is essential. More generally, publication decisions should
openly favor studies that take the effort to validate their methods.

Discuss and balance reasons to replicate. Providing a rationale
for studying a particular relationship is pivotal to any scientific
enterprise, but there are no clear guidelines for choosing a
study to replicate. One criterion might be importance: theoretical
weight, societal implications, influence through citations or text-
books, mass appeal. Alternatively, replications may be driven by
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doubt in the robustness of the effect. Currently, most large-
scale replication efforts (e.g., Ebersole et al. 2016a; Klein et al.
2014b; Open Science Collaboration 2015) have chosen their
studies either arbitrarily (e.g., by journal dates) or by an unsystem-
atic and opaque process.

Without well-justified reasons and methods for selection, it is
easy to imagine doubt motivating any replication. Speculatively,
many individual replications seem to be attracted by a profile
of surprising results, weak theory, and methods. But if
replications hunt the weak by choice, conclusions about the
robustness of a science will skew negative. This problem is com-
pounded by the psychological reality that findings that refute
the status quo (such as failed replications) attract more attention
than findings that reinforce the status quo (such as successful
replications).

Replicators (like original researchers) should provide strong jus-
tification for their choice of topic. When replication is driven by
perceptions of faulty theory or implausibly large effects, this
should be stated openly. Most importantly, replications should
also draw on selection criteria a priori based on positive traits,
such as theoretical importance, or diffusion in the academic and
popular literature. Indeed, we are aware of one attempt to
codify some of these traits, but it has not yet been finalized or pub-
lished (Lakens 2016).

Although non-replication of shaky effects can be valuable,
encouragement is also needed to replicate studies that are meaning-
ful to psychological theory and literature. Importance could be one
criterion of evaluation for single replication articles. Special issues
and large-scale replication projects could be planned around princi-
pled selection of important effects to replicate. The Collaborative
Replications and Education Project (2018), for example, chooses
studies for replication based on a priori citation criteria.

Evaluate replication outcomes more accurately. The replication
movement also suffers from an underdeveloped process for evalu-
ating the validity of its findings. Currently, replication results are
reported and publicized as a success or failure. But “failure” really
represents two categories: valid non-replications and invalid (i.e.,
inconclusive) research. In original research, a null result could
reflect a true lack of effect or problems with validity (a manipulation
or measure not being operationalized precisely and effectively).
Validity is best established through pilot testing, manipulation
checks, and the consideration of context, sample, and experimental
design, and evaluated through peer review. If validity is inadequate,
then the results are inconclusive, not negative.

Indeed, most replication attempts try hard to avoid inconclusive
statistical outcomes, often allotting themselves stronger power
than the original study. But there has not been as much attention
to identifying inconclusive methodological outcomes, such as
when a replication’s manipulation check fails, or a method is
changed in a way that casts doubts upon the findings. One hin-
drance is the attitude, sometimes seen, that direct replications
do not need to meet the same standards of external peer review
as original research. For example, the methods of the individual
replications in Open Science Collaboration (2015) were reviewed
only by one or two project members and an original study author,
pre-data collection.

Conclusion and recommendations. Reasons for replicating a
particular effect should be made transparent, with positive, sys-
tematic methods encouraged. Replication reports and original
research alike should include evidence of the validity of measures
and manipulations, with standards set before data collection.
Methods should be externally peer reviewed for validity by
experts, with clear consequences (revision, rejection) if they are
judged as inadequate. Also, when outcomes of replication are sim-
plified into “box scores,” they should be sorted into three catego-
ries: replication, non-replication, and inconclusive. By improving
the validity of replication reports, we will strengthen our
science, while offering a more accurate portrayal of its state.
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Abstract: Making replication studies widely conducted and published
requires new incentives. Academic awards can provide such incentives by
highlighting the best and most important replications. The Organization
for Human Brain Mapping (OHBM) has led such efforts by recently
introducing the OHBM Replication Award. Other communities can
adopt this approach to promote replications and reduce career cost for
researchers performing them.

Zwaan et al.’s otherwise excellent review of issues related to rep-
lications paints a rather bleak picture of credit given to researchers
involved in replication studies. Even though the status quo is
described accurately —that is, replications will not be valued as
much as traditional research by hiring and tenure committees —
tools and interventions exist that could change this situation
(“Rewarding negative results,” 2017). We recently introduced a
new approach to incentivize replications and provide credit to
researchers performing high-quality replications of seminal
studies. Tapping into the long tradition of scientific awards, we
have designed a Replication Award that can be implemented by
scientific communities, journals, institutes or departments. In
addition to providing a detailed protocol on how to effectively
solicit submissions, score them, and announce the winner (Gorgo-
lewski et al. 2017b) we have also implemented it within the Orga-
nization for Human Brain Mapping (OHBM). The first OHBM
Replication Award was presented in June 2017 to Wouter
Boekel for his thorough investigation of 17 brain-behaviour rela-
tionships (Boekel et al. 2015). This study found evidence confirm-
ing only one of the investigated relationships (correlation between
real-world social network size and grey matter volume in the
amygdala (Kanai et al. 2012). No evidence for previously reported
effects was found for eight relationships, and results were incon-
clusive for the remaining eight.

The effectiveness of the OHBM Replication Award in the
context of the promotion of replications has been evaluated by a
community survey (Gorgolewski et al. 2017a). Of 226 respondents
who were familiar with the award, 49% declared that it made them
more likely to perform replications in the future, and 41% declared
that it made them more likely to publish replication studies.
Because prizes, awards, and other honours are often listed on cur-
ricula vitae and taken into consideration during hiring and tenure
decision, we hope that this award will also have a positive influence
on the careers of researchers performing replications.

We look forward to more organizations adopting Replication
Awards following the lead of OHBM. The key to making replica-
tion mainstream is to provide incentives for researchers and to
elevate replications to the status of a first class citizen among

other scientific outputs. Replication Awards can provide such
incentives a form that is already widely used in the context of eval-
uating careers. In the future, editorial boards and reviewers
should adopt more proactive policies to facilitate the publication
of replication studies (similar to NeuroImage: Clinical [Fletcher
& Grafton 2013]). We also hope that new publishing initiatives
such as the one initiated by the OHBM this year will facilitate
this change in the future.

A Bayesian decision-making framework for
replication
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Abstract: Replication is the cornerstone of science —but when and why?
Not all studies need replication, especially when resources are limited.
We propose that a decision-making framework based on Bayesian
philosophy of science provides a basis for choosing which studies to
replicate.

Direct replications have an important place in our scientific toolkit.
Given limited resources, however, scientists must decide when to
replicate versus when to conduct novel research. A Bayesian view-
point can help clarify this issue. On the Bayesian view, scientific
knowledge is represented by a probability distribution over theoret-
ical hypotheses, given the available evidence (Strevens 2006). This
distribution, called the posterior, can be decomposed into the
product of the prior probability of each hypothesis and the likeli-
hood of the data given the hypothesis. Evidence from a new
study can then be integrated into the posterior, making hypotheses
more or less probable. The amount of change to the posterior can
be quantified as a study’s information gain. Using this formalism,
one can design “optimal experiments” that maximize information
gain relative to available resources (e.g., MacKay 1992). One attrac-
tion of this quantitative framework is that it captures the dictum
that researchers should design studies that can adjudicate
between competing hypotheses (Platt 1964).

Some good intuitions fall out of the Bayesian formulation. A
study designed to select between a priori likely hypotheses
(e.g., those well supported by existing data) can lead to high infor-
mation gain. By contrast, a study whose data provide strong
support for a hypothesis that already has a high prior probability,
or weak support for a hypothesis that has a low prior probability,
provides much less information gain. Larger samples and more
precise measurements will result in greater information gain,
but only in the context of a design that can distinguish high-
prior-probability hypotheses.

Even well-designed studies can be undermined by errors in
execution, reporting, or analysis. If a study is known to be errone-
ous, then it clearly leads to no information gain, but the more
common situation is some uncertainty about the possibility of
error. A Bayesian framework can capture this uncertainty by
weighting information gain by a study’s credibility. Concerns
about questionable research practices, analytic error, or fraud
thus all decrease the overall information gain from a study.
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Direct replications are special in this framework only in that
they follow a pre-existing set of design decisions. Thus, the main
reason to replicate is simply to gather more data in a promising
paradigm. In cases where the original study had low credibility
or a small sample size, a replication can lead to substantial infor-
mation gain (Klein et al. 2014c). Replicating the same design
again and again will offer diminishing returns, however, as esti-
mates of relevant quantities become more precise (Mullen et al.
2001). If a study design is not potentially informative, for
example, because it cannot in principle differentiate between
hypotheses, then replicating that design will not lead to informa-
tion gain. Finally, when a particular finding has substantial applied
value, replicators might want to consider an expected value analy-
sis wherein a replication’s information gain is weighted by the
expected utility of a particular outcome.

Replications have one unique feature, though: They can change
our interpretation of an original study by affecting our estimates of
the original study’s credibility. Imagine a very large effect is
observed in a small study and an identical but larger replication
study then observes a much smaller effect. If both studies are
assumed to be completely credible, the best estimate of the
quantity of interest is the variance-weighted average of the two
(Borenstein et al. 2009). But if the replication has high credibil-
ity —for example, because of preregistration, open data, and son
on—then the mismatch between the two may result from the
earlier study lacking credibility as a result of error, analytic flexibil-
ity, or another cause. Such explanations would be taken into
account by downweighting the information gain of the original
study by that study’s potential lack of credibility. Of course, sub-
stantial scientific judgment is required when sample, stimulus,
or procedural details differ between replication and original (cf.
Anderson et al., 2016; Gilbert et al. 2016). Often, multiple
studies that investigate reasons for the failure of a replication
are needed to understand disparities in results (see, e.g., Baribault
et al. 2018; Lewis & Frank 2016; Phillips et al. 2015).

The prior probability of hypotheses will not be universally
agreed upon and can lead to disagreements about whether a par-
ticular result should be replicated. One researcher may
believe that a study with low information gain—perhaps on
account of a small sample size —deserves to be “rescued” by
replication because it addresses a plausible hypothesis. By
contrast, a more skeptical researcher who assigned the original
hypothesis a lower prior probability might see no reason to
replicate. Or that researcher might replicate simply to convince
others that the original study lacks credibility, especially in the
case that it is influential within academia or the general public.
Overall, as long as studies are appropriately conducted and
reported, and all studies are considered, then the Bayesian frame-
work will accumulate evidence and converge to an estimate of the
true posterior.

Replication is an expensive option for assessing credibility,
however. Assessing analytic reproducibility and robustness may
be a more efficient means of ensuring that errors or specific
analytic choices are not responsible for a particular result
(Steegen et al. 2016; Stodden et al. 2016). Forensic tools like
p-curve or the test for excess significance (Ioannidis & Trikalinos
2007; Simonsohn et al. 2014) can also help in assessing credibility.

How should an individual researcher make use of this
Bayesian framework? When thinking about replication, research-
ers should ask the same questions they do when planning a
new study: Does my planned study differentiate between
plausible theoretical hypotheses, and do I have sufficient
resources to carry it out? For a replication, this judgment can
then be qualified by whether a re-evaluation of the credibility of
the original study would be a net positive, because downweighting
the credibility of an incorrect or spurious study also leads to
overall information gain. Adopting such a framework to guide a
rough assessment of information value (even in the absence of
precise numerical assignments) can help researchers decide
when to replicate.
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Abstract: Direct replication is valuable but should not be elevated over
other worthwhile research practices, including conceptual replication
and checking of statistical assumptions. As noted by Rotello et al.
(2015), replicating studies without checking the statistical assumptions
can lead to increased confidence in incorrect conclusions. Finally,
successful replications should not be elevated over failed replications,
given that both are informative.

What is the theoretical value of direct replication? In a recent
paper, we (Rotello et al. 2015) described several cases where oft-
replicated studies repeated the methodological flaws of the original
work. In particular, we presented examples from research on rea-
soning, memory, social cognition, and child welfare in which the
standard method of analysis was not justified and indeed could —
and in at least two cases, did —lead to erroneous inferences. Repeat-
ing the study, along with the flawed analyses, could lead to yet
greater confidence in these incorrect conclusions. Most of our
examples concerned conceptual rather than direct replications, in
the sense that there were various purposeful design and material
changes across studies. Our point was about methodology,
namely that inferential errors as a result of unjustified analyses
can be magnified upon replication. Contrary to the implication of
the target article, we would not argue that the theoretical value
of direct, or for that matter conceptual, replications is limited.

Indeed, the target article makes a compelling case for the value
of replication, as well as its mainstream role in psychology. Yet we
would not elevate replication over other worthwhile research
practices. Using an example from Rotello et al. (2015), we
reported that, beginning with Evans et al.(1983), for three
decades, replication studies on the belief bias effect in reasoning
have employed analyses such as analyses of variance on differ-
ences in response rates without checking the assumptions of
those analyses. (In this example, researchers could easily do so
by collecting data that would allow them to plot receiver operating
characteristic curves to see whether there is a linear or curvilinear
relationship between correct and incorrect positive response
rates.) Checking statistical assumptions is another worthwhile
research practice, the results of which sometimes will contraindi-
cate the strategy of simply running the same analyses again.
Researchers should place a high priority on checking the assump-
tions of their statistical analyses and their dependent measures.
Just as the Reproducibility Project: Psychology (Open Science
Collaboration 2015) has launched a highly successful effort to
crowdsource direct replication, we note that other worthwhile
research practices, such as checking statistics, could also be
crowdsourced. In light of the potential problems with difference
scores and analyses of variance that place so many reasoning
and recognition memory studies at risk (see also Dubé et al.
2010; Heit & Rotello 2014; Rotello et al. 2008), we would like
to see a large-scale effort to check statistical assumptions across
of wide range of research domains. We point to statcheck
(Nuijten et al. 2016) as a promising example along these lines,
although its focus to date has been on checking p values. For
some research domains, checking statistical assumptions may be
a higher priority than direct replications.

Likewise, we would not elevate direct replication over concep-
tual replication. Philosophers of science have argued that
researchers should be particularly confident in a conclusion that
can be repeated across diverse contexts and methods (for a
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review, see Heit et al. 2005). For example, Salmon (1984)
described how early twentieth-century scientists developed a
diverse set of exﬁerimental methods for deriving Avogadro’s
number (6.02x107°). These methods included Brownian move-
ment, alpha particle decay, X-ray diffraction, black body radiation,
and electrochemistry. Together, these diverse methods — these
conceptual replications — provided particularly strong support for
the existence of atoms and molecules, going well beyond what
direct replications could have accomplished. Turning back to psy-
chology, we pose the question of whether the field learns more
from N direct replications of a study or from N conceptual repli-
cations of the same study. Perhaps when N is very low there is
greater value from direct replications, but as N increases the
value of conceptual replications becomes more pronounced.

Finally, we would not elevate replication “successes” over rep-
lication “failures,” namely, successes or failures in obtaining the
same results as a prior study. Scientists learn something important
from either outcome. This point is perhaps clearer in medical
research—finding evidence that a once-promising medical treat-
ment does not work should be just as important as a positive
finding. To the degree that psychological research has an influ-
ence on health and medical practices, educational practices, and
public policy, finding out which results do not replicate will be
crucial. Although replication failures can be associated with fluctu-
ating contexts and post hoc explanations, we note that in much
research, context is varied purposefully from study to study. In a
sense, context itself is an object of study, and failures are informa-
tive. Given that a drug is effective for men, does it work for
women? Given that an educational intervention is successful for
native English speakers, is it successful for English language learn-
ers? Here, addressing replication failures is central to the research
enterprise rather than being a problematic matter.

To conclude, the pursuit of direct replication is potentially of
high theoretical value, and indeed is becoming increasingly main-
stream, for example, as psychology journals devote sections to
direct replication reports. However, we would place direct repli-
cation alongside other worthwhile research practices, such as con-
ceptual replication and careful evaluation of statistical
assumptions. Likewise, we would place successful replications
alongside failed replications in terms of their potential to inform

the field.

NOTES

1. Parts of this commentary are a work of the U.S. Government and are
not subject to copyright protection in the United States.

2. This material includes work performed by Evan Heit while serving at
the National Science Foundation. Any opinion, findings, and conclusions
or recommendations expressed in this material are those of the authors
and do not necessarily reflect the views of the National Science
Foundation.
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Abstract: Zwaan et al. and others discuss the importance of the inevitable
differences between a replication experiment and the corresponding
original experiment. But these discussions are not informed by a
principled, quantitative framework for taking differences into account.

Bayesian confirmation theory provides such a framework. It will not
entirely solve the problem, but it will lead to new insights.

If they could, researchers would design critical experiments that
isolate and test an individual hypothesis. But as Pierre Duhem
(1954) pointed out, the results of any one experiment depend
not only on the truth or falsity of the central hypothesis of interest,
but also on other “auxiliary” hypotheses. In the discussion of rep-
lications in psychology, this basic fact is understood (although typ-
ically referred to using different terminology).

For an experiment in physics, the auxiliary hypotheses might
include that the measurement device is functioning correctly.
For an experiment in psychology, in addition to correct function-
ing of the measurement devices (such as computers), the auxilia-
ries might include that the participants understood the
instructions and, for a replication study, that the effect exists in
a new population of participants.

Bayes” theorem dictates how one should update one’s belief in a
hypothesis as a result of new evidence. However, because the
results of actual scientific experiments inevitably depend on auxil-
iary hypotheses, as well as the hypothesis of interest, the only valid
use of Bayes’ rule is to update one’s belief in an undifferentiated
compound of the central hypothesis and all of the auxiliaries. But
researchers are interested primarily in the credibility of a central
hypothesis, not the combination of it with various auxiliaries. How,
then, can data be used to update one’s strength of belief in a par-
ticular hypothesis/ phenomenon?

The philosopher Michael Strevens used probability theory to
answer this. The equation he derived prescribes how, after the
results of an experiment, one should update the strength of
one’s belief in a central hypothesis and the auxiliary hypotheses
(Strevens 2001). For a replication experiment, a person’s relative
strength of belief in the central hypothesis and the auxiliary
hypotheses involved determine how one should distribute the
blame for a replication failure, with (typically) different amounts
going to the auxiliary hypothesis and the central hypothesis. If
one has a strong belief in the central hypothesis but a relatively
weak belief in the auxiliaries of the replication experiment, then
belief in the central hypothesis can and should emerge relatively
unscathed.

Strevens” equation for distributing credit and blame emerged
from a broader philosophy of science called Bayesian confirmation
theory (Hawthorne 2014; Strevens 2017). One might disagree
with Bayesian confirmation theory broadly, but still agree that
Bayesian belief updating is the ideal in many circumstances.

Strevens” equation provides a way to quantify the evidence for
an effect provided by a replication experiment. Many articles on
replication, including Zwaan et al., have extensive discussions of
the importance of and nature of differences between a replication
experiment and an original study, but without a principled, quan-
titative framework for taking these differences into account. The
dream of Bayesian confirmation theory is that scientific inference
might proceed like clockwork—in certain circumstances. There
will be difficulties with identifying and precisely quantifying the
credence of auxiliary hypotheses, but even rough approximations
should lead to insights.

Currently, whether scientists” actual belief updating bears
much resemblance to the updating prescribed by Strevens’ equa-
tion is very unclear. Many believe that after a failed replication,
researchers often engage in motivated reasoning and irrationally
cling to their beliefs, but Strevens” equation indicates that main-
taining a strong belief and blaming auxiliaries is rational if one
had not put much credence in the auxiliaries of a replication
study.

One possible way forward is to implement pilot programs to
induce scientists to set out their beliefs before the data of a repli-
cation study are collected. In particular, researchers should be
asked to specify the strengths (as probabilities) of their beliefs in
the central and auxiliary hypotheses of the study. After the data
come in, Strevens’ equation would dictate how these researchers
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should update their beliefs. If it turns out that researchers do not
update their beliefs in this way, we will have learned something.
These findings, and the comments of the researchers on why
they differed from Strevens’ prescription (if they do), should illu-
minate how science progresses and how researchers reason.

Such a program may also help to pinpoint the disagreements
that can occur between original researchers and replicating
researchers. Presently, after a failed replication, a common prac-
tice is for authors of the original study to write a commentary. Fre-
quently, the commentary highlights differences between the
replication and the original study, sometimes without giving
much indication of how much the authors’ beliefs have changed
as a result of the failed replication. This makes it difficult to deter-
mine the degree of disagreement on the issues.

Our proposal is closely related to several proposed reforms in
the literature (and already in the Registered Replication Reports
now published by Advances in Methods and Practices in Psycho-
logical Science, replicating labs are routinely asked what they
expect the effect size to be). The key point is the addition of a suit-
able quantitative framework. Zwaan et al. mention the “Con-
straints on Generality” proposal of Simons et al. (2017) that
authors should “spend some time articulating theoretically
grounded boundary conditions for particular findings” as this
would mean disagreements with replicating authors “are likely
to be minimized” (sect. 4, para. 11). But it may be difficult for
an author to testify that a result should replicate in different con-
ditions, as she is likely to be uncertain about various aspects.
Rather than making a black-and-white statement, then, it may
be better if the author communicates their uncertainty by attach-
ing subjective probabilities to some of the auxiliary hypotheses
involved. A further benefit of this system would be that authors,
and the theories they espouse, would then develop a track
record of making correct predictions (Rieth et al. 2013).

We recognize that in many circumstances, it may not be realis-
tic to expect researchers to be able to quantify their confidence in
the hypotheses that are part and parcel of an original experiment
and potential replication experiments. Areas that are less mature,
in the sense that many auxiliary hypotheses are uncertain, may be
especially poor candidates. But other areas may be suitable. There
are good reasons for researchers to try.

An argument for how (and why) to incentivise
replication
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Abstract: Although Zwaan et al. (2018) have made a compelling case as to
why direct replications should occur more frequently than they do, they do
not address how such replications attempts can best be encouraged. We
propose a novel method for incentivising replication attempts and
discuss some issues surrounding its implementation.

Zwaan et al. (2018) convincingly argue that replication attempts
should become mainstream, but they say little as to how this can
best be achieved. The problem is that there are currently few
mechanisms in place to encourage replication attempts. For
example, a survey conducted in 2015 found that only 3% of psychol-
ogy journals explicitly state that they will consider publishing repli-
cations (Martin & Clarke 2017). Although there have been some
notable attempts to encourage more replications (Klein et al.
2014a; Open Science Collaboration 2015), they have been of

Commentary/Zwaan et al.: Making replication mainstream

limited scope, and replications remain scarce: A survey of the top
100 psychology journals found that only 1% of reported studies
involved replication (Makel et al. 2012). Given the enormous pub-
lication pressures on academics, if replications are rarely publish-
able, then a mainstream culture of replication will not emerge.

Here, we propose a novel solution to this problem: Make it
standard practice for journals to pre-commit to publishing ade-
quately powered, technically competent direct replications (at
least in online form) for any article they publish and link to it
from the original article. This would be comparatively simple to
implement and would have a relatively low cost, but would
greatly change the incentive structure for researchers. It would
also lead to a virtuous cycle in which the more replications are
published, the more other people would be encouraged to
perform replications of their own. Indeed, performing replica-
tions might become an important part of academic training:
Running replications would enable early postgraduate students
to gain valuable skills in research implementation and analysis
while also contributing to the scientific literature.

If our proposal were to be adopted, one expectation might be
that authors of the original article would discuss the extent to
which they predict that their findings would replicate. For
instance, authors might become more explicit in identifying
when they believe that their findings are likely to apply only to a
particular demographic or to occur only in particular circum-
stances. These discussions would enhance the interpretability of
the original article and encourage authors to think more clearly
about these issues during the design and analysis of their studies.

Why should journals adopt our proposal? We suggest that a
simple modification to the calculation of impact would encourage
journals to publish replications of original articles, regardless of
how those replications turn out. Currently, the Thomas Reuters
journal’s impact factor is determined by the number of citations
of that journal within a designated period, divided by the number
of citable documents published overall during that period. Impor-
tantly, the denominator does not include documents considered
to be “Editorial Material” — a term covering a wide range of docu-
ment types from true editorials to commentaries such as this one
(even when the commentaries report original data). It should be
comparatively simple to agree that non—peer-reviewed, online-
only, direct replication attempts should also not count toward the
denominator. If so, then hosting direct replication attempts on
the journal’s website would never hurt. Indeed, if these replication
attempts could still be cited (just like editorials can be cited), they
would only increase the journal’s impact factor. This creates an
incentive for journals to publish replications, which is a necessity
for replications to become mainstream.

What about funding agencies? Like journals, grant agencies
greatly value novelty, but they even more greatly value reliable
science; a novel finding can have a long-term impact only if it is
true. It should, therefore, be in a funding body’s interest either
to offer grants that are focused solely on replication or to
mandate that a certain percentage of each grant be devoted to
replicating previous research.

In one sense, our suggestion is a minor alteration in how science
is traditionally done but, in another sense, it is a paradigm shift in
how to evaluate scientific work. Although novelty and originality
are clearly vital, replicability is no less important. Our failure to
systematically replicate our findings results in biased estimates
of effect sizes, hampers future work, and makes it hard to
obtain a realistic evaluation of what we know (Anderson et al.
2017). Because the best way to obtain accurate estimates of a
finding’s effect size and robustness is to combine multiple
independent replication attempts, we need to actively encourage
replications. Within our paradigm, the initial publication of
an article is just the starting point in an extended conversation
that will conclude with a multitude of replication attempts, an
increasingly accurate estimate of the effect size, and a much
greater understanding of the circumstances for which the findings

hold.
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How might we appropriately acknowledge replication attempts
for the purposes of career advancement? One obvious possibility
would be to adopt a convention on curricula vitae in which repli-
cation attempts are classified as distinct from other types of pub-
lications — much as books, journal articles, and conference
proceedings are classified separately now. It would then be up
to the individual’s university, grant review panel or promotion
committee to decide how much to value replication attempts rel-
ative to other forms of publication.

Our proposal represents a “win” for academics, journals, and
the progress of science as a whole. The ability to easily publish
replications would mean that academics would be incentivised
to perform replications. Indeed, doing so may become a routine
and accepted part of academic training. Within a culture of
replicability, the impact of any single replication failure would
diminish, making replications less personally threatening and
simply part of the process (much as reviews are part of science
now). Journals would increase in prestige and citation rates by
publishing replications. Fundamentally, incentivising replication
attempts is the only way to achieve a mainstream culture of repli-
cability. It is vital for our future that science is built on truth rather
than sand.
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Abstract: Zwaan et al. integrated previous articles to promote making
replications mainstream. We wholeheartedly agree. We extend their
discussion by highlighting several existing initiatives —the Replication
Recipe and the Collaborative Education and Research Project (CREP) -
which aim to make replications mainstream. We hope this exchange
further stimulates making replications mainstream.

Zwaan et al. integrated previous articles to promote making repli-
cations mainstream. We wholeheartedly agree. We extend their
discussion by highlighting several existing initiatives that aim to
make replications mainstream and that have already helped
resolve several of the concerns discussed by Zwaan et al. Specifi-
cally, we discuss how to Increase Replication Quality and how to
Make Replications Habitual. These facets should facilitate
addressing the concerns of not having a standard method and
that expertise of the original and replication authors may not be
sufficiently relevant.

Increasing replication quality. Zwaan et al. discussed criticisms
of the limited theoretical value of replication and the role of con-
textual variable in replications. This criticism stems from a well-
known discussion in psychology whether quality of research
should be results- or theory-centered (e.g., Greenberg et al.
1988; Greenwald et al. 1986). One strategy to resolve the conflict
between theoretical value and obtained results is to follow the
guidelines outlined in the Replication Recipe (RR; Brandt, IJzer-
man et al. 2014). The RR suggests that replications include 36
“ingredients” for high-quality replications (including, but not
limited to, choosing a finding with high replication value, sufficient
power, exclusion criteria that are defined a priori, identified
differences between original and replication studies, and pre-
registration). Following the RR helps replication researchers iden-
tify the central parameters of a study and thus the key components

of the replication, so that the replication is as convincing as possi-
ble. This not only facilitates communication between original and
replication researchers, but also between readers of both the rep-
lication and the original research. The RR, for example, suggests
that replication researchers list contextual features that likely
differ between the original and replication research (e.g., Differ-
ent cultural setting? Different population?). This helps communi-
cate to the original authors and readers what the differences in the
studies are and the degree the study is a direct or more of a con-
ceptual replication. There may not always be agreement on these
designations, but at least the information is clearly available for the
reader to make up their own mind. The results from the RR can
also be used by future scholars to identify (and then test with pre-
registered studies) potential moderators of the effect across both
original studies and replication studies, increasing the theoretical
value of replications.

Interestingly, Zwaan et al. misinterpreted the RR as something
that should be included in original articles. Our original paper was
focused on replications and so we did not discuss original articles,
but this misinterpretation highlights the important point that
many, if not all, of the qualities of a convincing and high-quality
replication are exactly the same as the qualities of a convincing
and high-quality original study. Therefore, authors can specify
the conditions they consider necessary and relevant for their
finding and any limits on generalizability (Simons et al. 2017),
resulting in increasingly specified psychological theories.

Making replications habitual. Another key facet to making rep-
lication mainstream is making replications habitual. One way of
doing so is by developing an appreciation for replication early in
the academic career. We created the Collaborative Education
and Research Project (CREP; Grahe et al. 2015) with the goal
of training undergraduate researchers to conduct high quality rep-
lication research through standardized procedures as part of
research methods courses. The CREP board selects - through a
rigid selection process - impactful studies that are feasible to
conduct by bachelor students. Prior to data collection, the
CREP board communicates with original authors that we selected
their study and invite them to provide any original materials and to
comment about any conditions that would facilitate successful
replication. Students —often in groups and always under the
supervision of a faculty supervisor— create a project page on the
Open Science Framework, submit their proposed protocol
(including video, methods, and evidence of international review
board approval) for review by a CREP review team (three
advanced researchers and a student administrative advisor). This
review process is at least as stringent (and perhaps sometimes
more so) than the journal review process. After receiving approval,
they complete a general registration of their study, and then
collect data. Upon project completion, they go through a second
review where the CREP review team reviews their presentation
of their data and findings.

CREP projects directly contribute to the research literature by
reporting high-quality replications (with one manuscript published
[Leighton et al. 2018] and two more in progress [Ghelfi et al. in
preparation; Wagge et al. in preparation]). Additionally, and
more importantly, the CREP educates students about modern psy-
chological research methods, training them to be the researchers
with the relevant expertise we need. These skills transfer to original
research. Students must understand the hypothesis and theory
from the original study as they identify which materials are neces-
sary in an original study. They learn to properly document a study
(including, but not limited to, obtaining informed consent, collect-
ing and analyzing data, and reporting findings requires the same
resources as original research). Further, by interacting with the
CREP team, these students experience a review process with
faculty at different institutions than their own. As a bonus, instruc-
tors are not challenged with reading and supervising poorly con-
ceptualized or poorly planned research that is developed quickly,
without adequate preparation that can understandably be typical
of students’ first research project.
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Zwaan et al. integrated perspectives on replication to argue why
replications should be made mainstream. The initiatives we
describe have and we hope will continue to help make replications
mainstream. Over the course of 5 years, 233 RRs have been reg-
istered on the Open Science Framework and 356 students at 49
institutions started 106 CREP replications. The RR and the
CREP have already substantively contributed to increased replica-
tion quality and to making replications habitual. We hope this
exchange further stimulates making replications mainstream.
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Abstract: The presumed dominance of “original discovery” over
replication is an anomaly. Original discovery has more value than
replication primarily when scientific investigation can immediately
generate numerous discoveries most of which are true and accurate.
This scenario is uncommon. A model shows how original discovery
claims typically have small or even negative value. Science becomes
worthy mostly because of replication.

The plea of making direct replication mainstream by Zwaan et al.
seeks to return the scientific method to its roots. Emphasis on
direct replication heralded the origins of science. In the Royal
Society (established in 1660), early experimenters replicated in
front of their colleagues whatever claims they made.

In the modern era, replication fell out of favor. Scientists publish
articles that one must trust almost with blind faith. Typically, it is
impossible even to perform a re-analysis of the published data
(because data, protocols, and scripts are unavailable), let alone rep-
licate in new studies. The implicit assumption is that the large major-
ity of these claimed discoveries are right. If science faces a flood of
major discoveries, using resources to rep]icate or to increase meth-
odological scrutiny is low priority. Similarly, “negative” results
seem low priority, if true, important, significant results abound.

The narrative of an oversupply of major, true discoveries and
few false findings is untenable (Ioannidis 2005). Sometimes this
narrative coexists with additional urges to rush (e.g., “patients
are dying, license new drugs immediately”), avoid replication,
and even be methodologically sloppy (e.g., use routinely collected
data instead of randomized trials).

Clearly, genuine discoveries do occur, but they are inhomoge-
neous across different scientific fields. Science is a difficult
endeavor. Numerous biases affect different designs and disciplines
(Fanelli et al. 2017). Even with best intentions, getting wrong or
exaggerated (Ioannidis 2008) findings is easy. Many fields make
little progress, but they still keep pouring thousands of peer-
reviewed papers. Peer review without checking data, protocols,
and methods is superficial at best. What we do get, predictably, is
an oversupply of statistically significant results; for example, 96%
of the papers using P values in the biomedical literature have stat-
istically significant P values (Chavalarias et al. 2016). However, very
few of these millions of papers with seemingly significant and novel
results translate into something useful in medicine (Bowen & Casa-
devall 2015), and similar inefficiencies probably occur in many
other fields. The overblown rhetoric of “success” (e.g., the repeated
unfulfilled claims of eliminating cancer or Alzheimer’s disease)
makes science seem untrustworthy in public.
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If genuine discoveries are not that torrential, then replication
has more value that an original discovery claim. If the proportion
of false original findings is relatively high and/or if false findings
have substantial consequences (e.g., if they lead researchers and
translators of research down the wrong path wasting effort and
resources, or if they cause harm for patients or other “users”),
then original discovery work may even have negative value.

Let R be the prestudy odds for a research finding, BF the Bayes
factor conferred by the discovery study, and h the ratio of the
weight of negative consequences from a false-positive (FP) discov-
ery claim versus the positive consequences from a true-positive
(TP) discovery. The value of the original research is proportional
to TP—(h*FP) or equivalently to (TP/FP)-h=(R*BF)-h.
Given that R and h are rather field specific and cannot be modified
(unless a researcher moves to a different research field or entirely
changes investigative strategy), investigators can increase the
value of their discoveries mostly by increasing BF, for example,
by running larger studies and ensuring greater protection from
biases. To avoid negative values, one needs BF>h/R. Often this
is difficult. With limited resources, most original discoveries
come from small studies, where biases are common. A P value
slightly less than 0.05 corresponds typically to a BF less than 3
(Benjamin et al. 2017), and biases erode this further. Further-
more, most current research areas lack obvious low-hanging
fruit (i.e., domains with high values of R).

In these circumstances, replication can easily have more value
than original research, provided that it has reasonable ability to
help differentiate eventually what is true and what is false, when
properly done, or to identify the proper boundaries where some
claimed phenomena hold true.

In some fields, even replications cannot have positive value.
Then their conduct in a field where original research already
had negative value would not make things better. For example,
observational nutritional epidemiology of single nutrients affect-
ing health outcomes may belong to this category (Ioannidis
2013a). Biases in this field are far stronger than whatever true
signals may exist. Replication efforts using the same biased obser-
vational methods would just add negative value. Such fields should
simply be abandoned, acknowledging that the methods that we
possess cannot yield positive value. Efforts should be diverted to
other methodological strategies (e.g., randomized trials) and
other fields of investigation. However, for most fields, it is reason-
able to expect that well-done, carefully executed, pre-registered,
transparent direct replications in an environment of high method-
ological standards (Munafo et al. 2017) would have positive value
and would help correct the mess of original discovery research.
Some fields of modern science, such as population genetics,
have learned that replication matters more than discovery (Ioan-
nidis 2013b). We hope this will become more widely recognized.

Replication may have more value than original research even in
situations where indeed many discoveries are made and a large
proportion reflect true signals. It could still be the case that
these true discoveries are then difficult to prioritize for further
steps (e.g., translation, application, implementation in the real
world to reap benefits) unless the magnitudes of their effects
are known with substantial accuracy and their context-sensitivity
is well understood. For example, it could be that 200 technologies
or tentative interventions are discovered, but implementing all of
them is impossible. Understanding which ones are best would
require narrowing the uncertainty around the relative benefits
and harms of each proposed discovery. This would require
large-scale replication evidence. It would also require testing in
diverse settings to understand better the architecture of the het-
erogeneity of the observed effects. It is unlikely that the original
study alone will offer such insights, regardless of how well it is
designed and executed (IntHout et al. 2016). Again, replication
would matter more than the original discovery study. Eventually,
the cumulative evidence, comprising both the original and the
replication studies, may be more informative than either
component.
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Abstract: Zwaan et al. mention that young researchers should conduct
replications as a small part of their portfolio. We extend this proposal
and suggest that conducting and reporting replications should become
an integral part of Ph.D. projects and be taken into account in their
assessment. We discuss how this would help not only scientific
advancement, but also Ph.D. candidates’ careers.

Commenting on the role that replications should play in a
researcher’s career, Zwaan et al. briefly suggest that early career
researchers should conduct replications “with the goal of building
on a finding or as only one small part of their portfolio” (sect. 5.5.1,
para. 4). Extending this, we propose that conducting and report-
ing replications should become an integral part of Ph.D. projects
and should be taken into account in their assessment. Specifically,
we suggest adopting a replication-first rule, whereby Ph.D. candi-
dates are expected to first conduct a replication when they are
building on a previous finding, and only then collect data in
their novel study.

One reason we consider it important to specifically address the
role of replications for early career researchers is that they face
enormous pressure to establish themselves in the scientific com-
munity and often fear that their careers could end before they
really begin (Maher & Anfres 2016; “Many junior scientists”
2017). Currently, to secure a job in academia after obtaining a
doctoral degree, one needs to build an impressive portfolio of
publications (Lawrence 2003). Based on our observations of
how research projects are carried out in practice, Ph.D. candi-
dates often directly attempt innovative extensions of previous
experimental work in the hope of answering a novel research
question, because novelty strongly increases publishability
(Nosek et al. 2012). When such extensions fail to produce the
expected results, they tend to collect more data in several varia-
tions of their own experiments before turning to examine the rep-
licability of the original effect. However, it may often turn out that
they cannot reproduce the original finding, possibly because the
original effect is, in fact, not robust. In these cases, replicating
the original effect first would prevent what may turn out to be a
substantial waste of time and resources on follow-up experiments.
Moreover, the time saved as a result of replicating first can be
used to further examine the robustness of the original effect, for
example, by conducting an additional high-powered replication.
Such replications contribute to a better estimate of effect sizes,
which are currently often overestimated on account of publication
bias, sampling error, or p-hacking (Fanelli 2011; Ferguson &
Brannick 2012; Szucs & Ioannidis 2017a). As such, replications
constitute an important scientific contribution and should be
regarded as such by Ph.D. project advisors.

The above arguments demonstrate the advantages of replicat-
ing first in the case of a failed replication. Likewise, successful rep-
lications provide a great opportunity. Pressure to publish
operating simultaneously with publication bias means that early
career researchers are currently pressed to obtain specifically pos-
itive findings to publish papers. As a result, in our experience, not
knowing whether an experiment will yield positive results causes
anxiety in Ph.D. candidates. Incorporating replications as a first
step of any new research project can help alleviate this anxiety.
If an extension shows no effect or supports the null hypothesis

after a successful replication of the original effect, it should be
easier to interpret the theoretical significance of this outcome.
For example, suppose that one replicates a previously observed
priming effect but does not obtain it when the primes are
masked. In this case, one can directly compare the effect in
both conditions and make a convincing case about the role of vis-
ibility for the effect. These two experiments can likely be put
together in a strong paper. Similarly, a successful replication
and extension make for a solid package that will convince Ph.D.
candidates themselves and the fellow researchers who read their
work. In this way, replicating first shifts the focus from the
results to the underlying scientific process (how well the work is
carried out). In combination with the registered reports format
(Chambers 2013), we believe a replication-first rule would mini-
mize Ph.D. candidates” stress caused by the anticipation of nega-
tive results and increase the quality of their work.

Finally, we hope that adopting the proposed replication-first
rule would result in an important shift in the necessity for early
career researchers to learn and demonstrate the ability to
conduct replications appropriately. Specifically, evaluating the
outcome of replications often involves assessing the strength of
accumulated evidence using state-of-the-art meta-analytic tools.
We hope demonstration of such skills will increasingly be taken
into account in quality assessment of theses and in hiring deci-
sions. Widespread application of the replication-first rule would
also generate pressure on graduate schools to organize corre-
sponding courses and seminars.

Even though adopting the replication-first rule may be difficult
in cases where data collection is costly for the budget or resources
available for a Ph.D. project, this should not be seen as a sufficient
reason to omit replications, as also pointed out by Zwaan et al.
Because such studies often have smaller sample sizes and more
room for arbitrary data analysis choices, replicability is an even
larger issue for them (see Poldrack et al. [2017] for a discussion
of this for fMRI findings). The growing awareness of this state
of affairs in the field will likely lead to greater appreciation and
higher rewards for replication in these cases. Ph.D. candidates
are thus well advised to go the extra mile and replicate first. If
two separate experiments are not feasible, incorporating a replica-
tion into the novel study design would be an option.

In sum, we believe that adopting the replication-first rule for
Ph.D. projects would not only contribute to scientific progress in
the way Zwaan et al. lay out, but also would be beneficial for the
Ph.D. candidates themselves. We predict that this will result in a
larger number of solid findings and publishable papers, as well as
incentivize Ph.D.’s to master the necessary meta-analytic statistical
tools for assessing evidence in cumulative science. In this way, we
believe conducting replications could be a great boost for early
researchers’ careers rather than only a “service to the field.” That
said, we of course do not suggest obliterating the value of creativity
and original thinking in doctoral theses and their assessment. The
replication-first rule is intended as a constant reminder that a
balance between the two is needed to ensure solid science.

Selecting target papers for replication
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Abstract: Randomness in the selection process of to-be-replicated target
papers is critical for replication success or failure. If target papers are
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chosen because of the ease of doing a replication, or because replicators
doubt the reported findings, replications are likely to fail. To date, the
selection of replication targets is biased.

Altough running a replication study is difficult to impossible in
some domains, it is quite easy in others. Zwaan et al. (2017)
state, in their concern III (sect 5.3), that direct replications are
not feasible in some domains, for example, large-scale observa-
tional studies, or even not possible, for example, for studies capi-
talizing on rare events. This argument pertains to domains, but
more directly to journal articles, that is, experimental studies.
We argue that, beyond the larger obstacles described above,
studies that are easier to replicate are indeed more frequently rep-
licated, which introduces selection bias into the replication
enterprise.

The selection of a to-be-replicated experiment often depends
on how easy it is to do a direct replication. An instructive
example is the multilab preregistered replication of the ego-deple-
tion effect (Hagger et al. 2016). The authors selected, as the target
of their replication, a procedure introduced by Sripada et al.
(2014) and not by the original authors of ego depletion (Baumeis-
ter et al. 1998; note that Baumeister recommended the alternative
procedure!). The reason for selecting this procedure was
described as follows: “tasks used in the original experiments
were deemed too elaborate or complex to be appropriate for a
multilab replication” (Sripada et al. 2014, p. 548). Why is selection
bias at work here? Ease of application is frequently related to the
quality of manipulating the independent variable, such that the
strength of the manipulation is often limited in easy-to-administer
operationalization. A vicious circle is generated: Ease of applica-
tion breeds a multitude of primary studies (e.g., using simple pro-
cedures like questionnaires or vignettes). Many of these studies
lead to significant results and therefore publication, but often
they are false positives and effect sizes are overestimated (e.g.,
because of publication bias). If such studies become predomi-
nantly targets for direct replication, these replications have little
power and are doomed to fail. We end up with many failed repli-
cations that are also published, even using the new gold standards
of preregistration and multilab collaborations. This circle artifi-
cially increases the number of replication failures. The choice of
the to-be-replicated target study thus is crucial.
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Another selection criterion could be even more harmful: doubt.
Many papers become replication targets, not because they are
theoretically interesting or important, but because other research-
ers doubt their results. If there is something to researchers’ intu-
itions of whether a result is likely to be true or not, less likely
results have a lower base rate to be true. Even after a significant
result, the posterior probability of the hypotheses tested in
studies with a small prior is low. Selecting “doubted studies” as
targets for direct replication also is doomed to result in failure
under most definitions of successful replication. Again, if people
select replication targets because they doubt the original findings,
and if their doubt is reasonable, the literature will be filled with
many failed replications.

The process for choosing the to-be-replicated target study thus is
crucial. Ease of application and doubt may contribute to the selec-
tion of target papers, leading to an overestimation of replication
failures. The best way to avoid this is random selection of replica-
tion targets. We pick the Replication Project: Psychology (Open
Science Collaboration 2015) as an example of such a procedure.
However, inspection of this selection process reveals a variety of
judgments, deviating from a purely random choice. The decision
tree in Figure 1 illustrates the selection that cuts down an overall
488 articles in the 2008 issues of three journals (Psychological
Science; Journal of Experimental Psychology: Learning, Memory
and Cognition; Journal of Personality and Social Psychology) to
an ultimate 100 completed replications.

We identify the following nonrandom selections in the Replica-
tion Project: Psychology: (a) publication (only published papers are
included); (b) year (papers published in 2008); (c) journal (Psycho-
logical Science, Journal of Experimental Psychology: Learning,
Memory and Cognition, Journal of Personality and Social Psychol-
ogy); (d) type (488 original research papers); (e) eligibility (158/488,
ie., 32.4%); (f) claim (113 of 158 claimed by replicators, i.e.,
71.5%); (g) completion (100 of 113 papers completed and data
uploaded to the Open Science Framework within given time
frame, i.e., 88.5%). Eventually, a fifth (100/488, i.e., 20.5%) of all
possible replications were run and ultimately published. Bias
caused by the difficulty of doing a replication surely exists for eligi-
bility (step e, see description in Open Science Collaboration 2015,
Methods appendix) and is likely for claiming (step f) and comple-
tion (step g). Bias caused by doubt influences claiming (step f). In

Year 2008

488 articles

The first replication teams could select from a
pool of the first 20 articles from each journal,
starting with the first article published in the
first 2008 issue.

/\

330 not eligible H

158 eligible

47 not claimed

Ultimately 113, because 2
articles had 2 replications each

111 claimed

Of the 47 articles from the eligible pool that were not

/\

claimed, six (13%) had been deemed infeasible to replicate
because of time, resources, instrumentation, dependence on
historical events, or hard-to-access samples. The remaining

13 not completed

100 completed

41 (87%) were eligible but not claimed.

Figure 1. (Kuehberger & Michael Schulte-Mecklenbeck).

Selection process for to-be-replicated papers in the Replication Project:

Psychology (RPP). Texts in small print are citations from the Open Science Collaboration (2015).
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sum, there is plenty of room for bias in the selection of replication
targets. In our opinion, this problem has not yet been addressed
adequately.

Direct replication and clinical psychological
science
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Abstract: Zwaan et al. make a compelling case for the necessity of direct
replication in psychological science. I build on their arguments by
underscoring the necessity of direct implication for two domains of
clinical psychological science: the evaluation of psychotherapy outcome
and the construct validity of psychological measures.

In their clearly reasoned target article, Zwaan et al. make a persua-
sive case that direct replication is essential for the health of psy-
chological science. The principle of the primacy of internal
validity (Cook et al. 1990) underscores the point that one must
convincingly demonstrate a causal effect (internal validity)
before generalizing it to similar settings, participants, measures,
and the like (external validity). Some scholars appear to have over-
looked the importance of this mandate. In an otherwise incisive
article, my Ph.D. mentor David Lykken (1968) wrote that
“Since operational replication [what Zwaan et al. term direct rep-
lication] must really be done by an independent second investiga-
tor and since constructive replication [what Zwaan et al. term
conceptual replication] has greater generality, its success strongly
impl[ies] that an operational replication would have succeeded
also” (p. 159). Lykken, like many scholars, underestimated the
myriad ways (e.g., p-hacking, file-drawering of negative results)
in which conceptual replications can yield significant but spurious
results (Lindsay et al. 2016). Hence, an apparently successful con-
ceptual replication does not imply that the direct replication
would have succeeded, as well.

I build on Zwaan et al.’s well-reasoned arguments by extending
them to a subdiscipline they did not explicitly address: clinical psy-
chological science. Probably because recent replicability debates
have been restricted largely to scholars in cognitive, social, and
personality psychology (Tackett et al. 2017a), the implications of
these discussions for key domains of clinical psychology, especially
psychotherapy and assessment, have been insufficiently appreci-
ated. I contend that an overemphasis on conceptual replication
at the expense of direct replication can generate misleading con-
clusions that are potentially detrimental to clinical research and
patient care.

In the psychotherapy field, attention has turned increasingly to
the development and identification of empirically supported ther-
apies (ESTs; Chambless & Ollendick 2001), which are treatments
demonstrated to be efficacious for specific disorders in indepen-
dently replicated trials. Their superficial differences notwithstand-
ing, all EST taxonomies require these interventions to be
manualized or at least delineated in sufficient detail to permit rep-
lication by independent researchers. Although direct replications
of psychotherapy outcome studies are often impractical (Coyne
2016) given the formidable difficulties of recruiting comparable
patients and ensuring comparably trained therapists, investigators
can still undertake concerted efforts to ascertain whether a care-
fully described psychotherapy protocol that vyields positive
effects in one study does so in future studies. Herein lies the
problem: Without an independently replicated demonstration

that the original protocol generates positive effects, practitioners
and researchers can interpret a successful conceptual replication
of a modified protocol as evidence that the treatment is ready
for routine clinical application. Such a conclusion would be pre-
mature and potentially harmful, because the original protocol
has demonstrated its mettle in a single study alone.

Conversely, practitioners and researchers may assume that a
conceptual replication failure implies that the initial psychother-
apy protocol was ineffective, but this conclusion could likewise
be erroneous. Admittedly, research on the extent to which adap-
tations of EST protocols tend to degrade their efficacy is inconsis-
tent (Stirman et al. 2017). Nevertheless, in certain instances,
seemingly minor changes in psychotherapy protocols may
produce detrimental effects. For example, studies of exposure
therapy for anxiety disorders suggest that the commonplace prac-
tice of encouraging patients to engage in safety behaviors (e.g.,
practicing relaxation skills) during exposure often adversely
affects treatment outcomes (Blakey & Abramowitz 2016). The
same overarching conclusion may hold for self-help interventions.
Rosen (1993) observed that even seemingly trivial changes to self-
help programs can result in unanticipated changes in treatment
compliance, effectiveness, or both. For example, in one study
the addition of a self-reward contracting manipulation to an effec-
tive program for snake phobia decreased treatment compliance
from 50% to zero (Barrera & Rosen 1977), perhaps because
clients perceived the supplementary component as onerous. Con-
sequently, failed conceptual replications can lead to the mistaken
conclusion that effective treatment protocols are impractical, inef-
fective, or both.

In the clinical assessment field, an overemphasis on conceptual
replication can contribute to what Pinto and I (Lilienfeld & Pinto
2015) termed the illusion of replication. This illusion can arise
when investigators fail to delineate an explicit nomological
network (Cronbach & Meehl 1955) of predictions for the con-
struct validation of a measure, permitting them to engage in a
program of ad hoc validation (Kane 2001). In such a research
program, psychologists are free to hand-pick from an assortment
of findings on diverse indicators to justify support for a measure’s
construct validity. In some cases, they may conclude that a
measure has been validated for a given clinical purpose even in
the absence of a single directly replicated finding.

Research on the widely used “Suicide Constellation” of the Ror-
schach Inkblot Test affords a potential illustration. Based on a
meta-analysis of Rorschach variables, an author team concluded
that the Suicide Constellation is a well-validated indicator of
suicide risk (Mihura et al. 2013, p. 572). Nevertheless, this conclu-
sion hinged on only four studies (see Wood et al. [2015] for a dis-
cussion), one on completed suicides, one on attempted suicides,
one on ratings of suicidality, and one on levels of serotonin in cere-
brospinal fluid (low levels of which have been tied to suicide risk
[Glick 2015]). As a result, the validity of the Suicide Constellation
is uncertain given that its support rests on correlations with four
ostensibly interrelated, but separable, indicators, with no evidence
of direct replication.

Conversely, researchers may assume that a conceptual replication
failure following a seemingly minor change to a measure calls into
question the initial positive finding. For example, in efforts to save
time, investigators frequently administer abbreviated forms of well-
established measures, such as the Minnesota Multiphasic Personality
Inventory—2. Nevertheless, such short forms often exhibit psycho-
metric properties inferior to those of their parent measures (Smith
et al. 2000). Hence, failed conceptual replications using such mea-
sures do not mean that the original result was untrustworthy.

When it comes to psychological treatments and measures,
generalizability cannot simply be assumed. Direct replications
of initial positive results, or at least close approximations of
them, are not merely a research formality. They are indispensable
for drawing firm conclusions regarding the use of clinical
methods.
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Abstract: Replication is already mainstream in areas of psychology that
use small-N designs. Replication failures often result from weak theory,
weak measurement, and weak control over error variance. These are
hallmarks of phenomenon-based research with sparse data. Small-N
designs, which focus on understanding processes, treat the individual
rather than the experiment as the unit of replication and largely
circumvent these problems.

The claim that psychology has not given due consideration to rep-
lication treats psychology as a homogeneous discipline in which
the focus is on demonstrating the presence or absence of experi-
mental effects. In contrast, we argue that replication has long
been a part of standard research practice, and is already main-
stream in several areas of psychology, including visual and audi-
tory psychophysics, animal learning, and mathematical
psychology, and many parts of cognitive psychology. A common
feature of research in these areas is the systematic use of small-
N designs, in which a small number of expert participants (or
highly trained animals) are tested over many sessions. The
effects of interest in these designs are thus replicated over trials,
over sessions, and between participants. As a result, the questions
of theoretical interest can be tested at the individual participant
level rather than the group level. The individual participant
rather than the group then becomes the replication unit, and
the study effectively becomes its own replication.

Failure to replicate is often a symptom of deeper problems that
arise from the three vices of weak measurement, weak theory, and
weak control over error variance. It is typical in much of psychology
for the relationship between the measurement scale and the under-
lying theoretical constructs to be at best ordinal. Ordinal-level the-
ories can at best predict that performance in one condition will be
greater (more accurate, faster, etc.) than performance in a second
condition; they cannot predict strong functional relationships.
They also tend to be sparse in the sense that inferences are made
using single point estimates. Because effects vary from individual
to individual, the typical response to measurement variability is
to increase the sample size. Without addressing these more basic
problems, however, a focus on increased replication will only
squander limited resources on ill-thought-out questions. Although
often discussed in different terms, replication can be viewed simply
as another way to increase the sample size to try to obtain a better
estimate of the effect size. When viewed in this way, replication
continues to serve the questionable goal of establishing the exis-
tence of an effect that is defined only in weak ordinal terms.

In contrast to this type of phenomenon-driven research (Meehl
1967; 1990a), the goal of small-N research is usually not to
demonstrate some effect but to elucidate the underlying
process-based mechanism that leads to the behavior of interest.
This typically entails strong measurement and hypothesizing on
a stronger-than-ordinal scale. In visual psychophysics, for
example, variables such as contrast, summation time, motion
direction or speed, orientation thresholds, and response time
are measured on ratio scales and used to define functional predic-
tions across the range of stimulation (e.g., psychometric functions
or response-time distributions).

The focus of process-based research is on testing theoretical
model predictions and not on testing the significance of experi-
mental effects. Because the mechanisms of interest are typically
defined at the individual level, it is most appropriate to test
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predictions about them at the same level (Grice et al. 2017). To
appropriately control error variance across individuals, at least
two methods are commonplace: first, participants are typically
highly practiced; second, stimulus manipulations are tailored to
the specific sensitivities of the individuals. These methods act to
counteract the lack of precise control that arises with naive partic-
ipants. Individuals are tested extensively so that the distribution of
responses (and other characteristics of those responses, like
timing) is estimated with high power. Testing a small number of
participants, each of whom acts as a replication of the entire
experiment, controls for contextual variation across both time
(between sessions but within individuals) and individuals
(between individuals but within sessions).

The upshot of this style of research is that rich contact can be made
between theory and data. This contact facilitates the use of strong
inference methods to falsify specific models (see e.g., Little et al.
2017) and testing of strong out-of-sample and out-of-context predic-
tions (Yarkoni & Westfall 2017). These kinds of systematic tests of
strong quantitative relationships are characteristic of mature sci-
ences that psychology should be striving to become. Although repli-
cation might weed out spurious effects, it often begs the question
why we should care about these effects in the first place.

We (Smith & Little 2018) recently demonstrated the advan-
tages of individual-level analysis in cognitive settings by simulating
effects of different sizes using the additive factors method (a
method for characterizing the stages of processing in a cognitive
task [Sternberg 1969]) and then estimating the power of either
individual-level analysis (e.g., maximum likelihood model estima-
tion) or group-level statistical analysis (i.e., analysis of variance
[ANOVA]). The goal of the additive factors method is to deter-
mine the presence or absence of an interaction which provides
either falsification or confirmation, respectively, of the point pre-
diction of a serial, sequential-stages processing model. Our results
indicated that the individual-level analysis could detect the pres-
ence of an interaction even with small effect sizes. The group-
level statistical analysis, by contrast, reached similar levels of
power only when the group sample size was increased substan-
tially. Further, the individual-level analysis also provides an esti-
mate of the value of the interaction and the consistency with
which it appeared across individuals.

Small-N designs will not be appropriate for all areas of psychol-
ogy. They will not be appropriate with reactive measures that allow
only a single measurement per person or when multiple measure-
ments are made on individuals but the resulting data are sparse. In
the latter eventuality, the best approach is to model the individual
variation at the group level (i.e., hierarchically [Lee & Wagen-
makers 2005]). Our argument is that the level of replication must
be appropriate for the question being asked. In the areas of psy-
chology with which we are concerned, this is at the individual
level. The fact that areas that routinely use small-N paradigms
have so far remained immune to the replication crisis afflicting
other areas of psychology can be seen as an object lesson on the
kind of methodological reform that the discipline requires, which
goes deeper than just the routine practice of replication.

Enhancing research credibility when
replication is not feasible

doi:10.1017/S0140525X18000778, e142

Robert J. MacCoun

School of Law, Department of Psychology, and Freeman-Spogli Institute,
Stanford University, Stanford, CA 94305.

rmaccoun@stanford.edu
https://law.stanford.edu/directory/robert-j-maccoun/

Abstract: Direct replications are not always affordable or feasible, and for
some phenomena they are impossible. In such situations, methods of
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blinded data analysis can help minimize p-hacking and confirmation bias,
increasing our confidence in a study’s results.

In their target article, Zwaan et al. make a spirited and persuasive
case for an increased emphasis on replication of psychological
studies. Yet I want to challenge their conclusion that “there are
no theoretical or statistical obstacles to making direct replication
a routine aspect of psychological science” (Abstract).

The word “experiment” appears 52 times in the target article,
and it appears that the authors are mostly concerned with
theory-testing experiments (often using college students or
recruited Web samples). Direct replications are almost always
feasible for such studies. They are not without cost, including
the opportunity cost of replicating an old result rather than
testing a new result. But the costs are not great, which is
perhaps why Zwaan et al. mention only one type of cost—“repu-
tational costs.”

But nonexperimental and/or field methods make up a sub-
stantial minority of published psychological research (Cortina
et al. 2017; Lipsey & Wilson 1993). For such studies, both
words in the phrase “direct replication” aspirations are
problematic.

The notion of a “direct” replication is problematic in field
studies, because standardization is so difficult to achieve — even
if it were desirable. Different studies of the same question
occur in different locations, in different years, with different
implementation details, client caseloads, resources, and political
environments. A cautionary tale is provided by a National Institute
of Justice effort to replicate an influential experiment on the effect
of arrests in domestic assault cases, forcing analysts to search for
covariates to account for dramatically disparate results across dif-
ferent cities (see Berk et al. 1992). Such situations show that such
categories as “construct validity,” “statistical conclusion validity,”
and “external validity,” although conceptually distinct, are very
fuzzy in practice.

In any case, field studies and archival analyses tend to be much
more costly and much less feasible to replicate. Indeed, replica-
tion is impossible (or nearly so) for empirical studies based on
real-world events, such as homicide rates, gun purchases, presi-
dential elections, terrorist events, and responses to natural disas-
ters, or changes in law. Moreover, maximum sample sizes are
often constrained by circumstances beyond the control of the
researcher.

Despite all of these problems, field research is indispensable for
addressing many important questions. When we cannot replicate
such studies, are there other ways of enhancing their statistical
reliability and validity? Some areas of physics have had to confront
a similar dilemma. Major experiments in particle physics can be
conducted at only a few facilities (sometimes only one), at enor-
mous expense. Some questions in cosmology can only be
answered at present using a small set of observations (e.g., of
supernovae) that, although not rare in the universe, are very
costly and difficult to detect.

To make the best use of such data, and to minimize the risk of
p-hacking and other forms of biased inference, many physicists
routinely perturb their data (e.g., by adding noise and/or bias,
scrambling data labels, or “salting” the data with fake events
[see Klein & Roodman 2005]). Blinding methods are increasingly
used in forensic science for similar reasons — the conditions under
study were historically unique and cannot be replicated to com-
pensate for analyst bias (Robertson & Kesselheim 2016).
Recently, physicist Saul Perlmutter and I have examined such
methods and their suitability for psychological science
(MacCoun & Perlmutter 2015; 2017). Different methods blind
different features of the results (e.g., point estimates, effect
sizes, statistical significance). More research is needed to
examine their suitability and effectiveness for the behavioral sci-
ences. But it seems likely that blind analysis can make results
more credible and reduce some of the biases that reduce the rep-

licability of research findings.

Verify original results through reanalysis
before replicating
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Abstract: In determining the need to directly replicate, it is crucial to first
verify the original results through independent reanalysis of the data.
Original results that appear erroneous and that cannot be reproduced by
reanalysis offer little evidence to begin with, thereby diminishing the
need to replicate. Sharing data and scripts is essential to ensure

reproducibility.

Zwaan et al. (2017) provide an important and timely overview of
the discussion as to whether direct replications in psychology
have value. Along with others (see, e.g., Royal Netherlands
Academy of Arts and Sciences 2018), we agree wholeheartedly
that replication should become mainstream in psychology.
However, we feel that the authors missed a crucial aspect in deter-
mining whether a direct replication is valuable. Here, we argue
that it is essential to first verify the results of the original study
by conducting an independent reanalysis of its data or a check
of reported results, before choosing to replicate an earlier
finding in a novel sample.

A result is successfully reproduced if independent reanalysis of
the original data, using either the same or a (substantively or
methodologically) similar analytic approach, corroborates the
result as reported in the original paper. If a result cannot be suc-
cessfully reproduced, the original result is not reliable and it is
hard, if not impossible, to substantively interpret it. Such an irre-
producible result will have no clear bearing on theory or practice.
Specifically, if a reanalysis yields no evidence for an effect in the
original study, it is safe to assume that there is no effect to
begin with, raising the question of why one would invest additional
resources in any replication.

Problems with reproducibility in psychology. Lack of reproduc-
ibility might seem like a non-issue; after all, it may seem like a
guarantee that running the same analysis on the same data
would give the same result. However, there is increasing evidence
that reproducibility of published results in psychology is relatively
low.

Checking reproducibility of reported results in psychology is
greatly impeded by a common failure to share data (Vanpaemel
et al. 2015; Wicherts et al. 2006). Even when data are available,
they are often of poor quality or not usable (Kidwell et al.
2016). Yet some issues with reproducibility can be assessed by
scrutinizing papers. Studies repeatedly showed that roughly half
of all published psychology articles contains at least one inconsis-
tently reported statistical result, wherein the reported p value
does not match the degrees of freedom and test statistic; in
roughly one in eight results this may have affected the statistical
conclusion (e.g., Bakker & Wicherts, 2011; Nuijten et al. 2016;
Veldkamp et al. 2014; Wicherts et al. 2011). Furthermore, there
is evidence that roughly half of psychology articles are inconsistent
with the given sample size and number of items (Brown & Heath-
ers 2017), coefficients in mediation models often do not add up
(Petrocelli et al. 2012), and in 41% of psychology articles reported
degrees of freedom do not match the sample size description
(Bakker & Wicherts 2014).
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Problems that can be detected without having the raw data, are
arguably just the tip of the iceberg of reproducibility issues. Studies
that intended to reanalyze data from published studies also often
ran into problems (e.g., Ebrahim et al. 2014; Ioannidis et al.
2009). Beside the poor availability of raw data, papers usually do
not contain details about the exact analytical strategy. Researchers
often seem to make analytical choices that are driven by the need to
obtain a significant result (Agnoli et al. 2017; John et al. 2012).
These choices can be seemingly arbitrary (e.g., choice of control
variables or rules for outlier removal; see also Bakker et al.
[2012] and Simmons et al. [2011]), which makes it hard to
retrace the original analytical steps to verify the result.

Suggested solution. Performing a replication study in a novel
sample to establish the reliability of a certain result is time con-
suming and expensive. It is essential that we avoid wasting
resources on trying to replicate a finding that may not even be
reproducible from the original data. Therefore, we argue that it
should be standard practice to verify the original results before
any direct replication is conducted.

A first step in verifying original results can be to check whether
the results reported in a paper are internally consistent. Some
initial screenings can be done quickly with automated tools such
as “statcheck” (Epskamp & Nuijten 2016; http:/statcheck.io),
“p-checker” (Schonbrodt 2018), and granularity-related inconsis-
tency of means (“GRIM” [Brown & Heathers 2017]). Especially
if such preliminary checks already flag several potential problems,
it is crucial that data and analysis scripts are made available for
more detailed reanalysis. One could even argue that if data are
not shared in such cases, the article should be retracted.

If a result can successfully be reproduced with the original data
and analyses, it is interesting to investigate its sensitivity to alter-
native analytical choices. One way to do so is to run a so-called
multiverse analysis (Steegen et al. 2016), in which different analyt-
ical choices are compared to test the robustness of the result.
When a multiverse analysis shows that the study result is
present in only a limited set of reasonable scenarios, you may
not want to invest additional resources in replicating such a
study. Note that a multiverse analysis still does not require any
new data, and is therefore a relatively cost-effective way to inves-
tigate reliability.

Reanalysis of existing data is a crucial tool in investigating reli-
ability of psychological results, so it should become standard prac-
tice to share raw data and analysis scripts. Journal policies can be
successful in promoting this (Giofre et al. 2017; Kidwell et al 2016;
Nuijten et al. 2017), so we hope that more journals will start
requiring raw data and scripts.

In our proposal, the assessment of replicability is a multistep
approach that first assesses whether the original reported results
are internally consistent, then sets out to verify the original
results through independent reanalysis of the data using the origi-
nal analytical strategy, followed by a sensitivity analysis that checks
whether the original result is robust to alternative choices in the
analysis, and only then involves the collection of new data.

Direct replications in the era of open sampling
doi:10.1017/S0140525X18000808, e144
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Abstract: Data collection in psychology increasingly relies on “open
populations” of participants recruited online, which presents both
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opportunities and challenges for replication. Reduced costs and the
possibility to access the same populations allows for more informative
replications. However, researchers should ensure the directness of their
replications by dealing with the threats of participant nonnaiveté and
selection effects.

When the “crisis of confidence” struck psychology, giving a new
pace to the academic debate on replications, a parallel revolution
was happening in the field: Data collection rapidly moved away
from near exclusive dependence on traditional participant pools
(e.g., undergraduate samples) and towards sampling from online
marketplaces where adults complete tasks (e.g., academic
surveys) in exchange for compensation. About five years later,
virtually any major journal in psychology and beyond routinely
publishes studies conducted on Amazon Mechanical Turk,
Prolific, or other third-party platforms (Chandler & Shapiro
2016; Stewart et al. 2017). Importantly, these marketplaces are
typically “open” on both ends: Compared to any traditional
participant pool (e.g., psychology undergraduates in a
Midwestern university), few restrictions exist about who can join
the participant pool and who can recruit participants from these
populations.

Zwaan et al. provide a compelling case for direct replications,
emphasizing both the necessity of being able to reproduce the pro-
cedures used in the original experiments and the lack of structural
obstacles to make replications a habit in the field. However, Zwaan
et al. do not discuss how direct replications are affected by the
current practices of data collection, and in particular by researchers’
increasing reliance on open sampling. We build on the target article
by highlighting how open sampling presents opportunities to make
direct replication mainstream and the challenges of conducting a
proper direct replication using these samples.

Open sampling can remove barriers to making replications
habitual, while also making attempted replications more conclu-
sive and compelling. First, data collection from open populations
is comparatively faster and cheaper (even controlling for pay rate,
Goodman & Paolacci 2017). This reduces concerns about commit-
ting scarce resources to replication, and allows recruiting larger
samples given the same time and budget allocated to conducting
a replication. This is beneficial for any study and particularly for
replication studies that demand even more participants than orig-
inal studies to make conclusive statements (Simonsohn 2015).

Second, original studies conducted on open populations can be
replicated by different researchers using the same population.
Sharing the same population does not make replications perfect,
and we discuss below how this is also true of open populations;
however, a shared population is a necessary precondition for
more informative failed replications. Samples from different
sources vary substantially on many characteristics, which can
sometimes have a substantive impact on results (Krupnikov &
Levine, 2014). All else being equal, a failed replication on the
same population is both less suggestive of hidden moderators
and less ambiguous about which “hidden moderators” (if any)
might be at play. When the replicator’s goal is to increase the
directness of a replication, rather than discovering population-
level moderators of the target effect, open populations further
reduce the “Context Is Too Variable” concern that Zwaan et al.
address in the target article.

Despite these advantages, open sampling only increases the
directness of a replication if researchers pay appropriate attention
to the sampling methodology. First, despite intuitions of the con-
trary, open populations have a large but limited number of partic-
ipants (Difallah et al. 2018; Stewart et al. 2015). Combined with
researchers using these populations to conduct many studies
that are often high-powered, this has resulted in concerns about
participant nonnaiveté that are relevant to replication. Open pop-
ulations include many participants who are experienced with
research participation, and who become more experienced over
time with specific research paradigms and instruments. Illustra-
tively, popular paradigms are known to a large majority of partic-
ipants (e.g., Chandler et al. 2014, Thomson & Oppenheimer
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2016). Zwaan et al. highlight how some findings in cognitive psy-
chology (i.e., perception/action, memory, and language) replicate
even with participants who were previously exposed to them
(Zwaan et al. 2017). However, this is not necessarily the case for
any paradigm, and may be particularly not true of replications in
other psychological fields. There is evidence that experimental
manipulations in social psychology and decision-making that
convey experience (e.g., tasks conducted under time pressure)
or factual knowledge (e.g., numeric estimates following different
numeric anchors) become less strong with repeated exposure.
This can result in replications that are less statistically powerful
than intended (Chandler et al. 2015, Devoe & House 2016,
Rand et al. 2014), and participant nonnaiveté should therefore
be accounted for by direct replicators (Chandler et al. 2014).

Second, samples obtained from open populations are not prob-
ability samples, and thus can still vary as a result of procedural dif-
ferences in sampling. Participants of open populations self-select
into studies by choosing from many that differ across observable
characteristics (e.g., payment, task description) that may make
them more or less attractive to different people. Researchers
may place explicit constraints on participant eligibility that have
a measurable impact on data quality (e.g., worker reputation
scores; Peer et al. 2014 or nationality; Chandler & Shapiro
2016) but may not be reported. Other recruitment criteria that
are not deliberately selected may still be impactful. The diversity
of open populations compounds this concern, because it suggests
a comparatively high potential for procedural differences to mean-
ingfully affect sample composition. Though evidence is still scarce,
researchers have found that sample demographics fluctuate with
time-of-the-day and day-of-the week (Arechar et al. 2017; Casey
etal. 2017). This implies the need for direct replicators to consider
aspects of the original design (e.g., timing, study compensation)
that are not typically assumed to be hidden moderators in under-
graduate samples that are less diverse and less characterized by
self-selection. It also emphasizes that, in the era of open
samples, original authors are as responsible as direct replicators
to support replicability efforts by reporting their sampling
choices in sufficient detail to ensure meaningful replication.

In sum, we applaud the target article on convincingly address-
ing the most commonly raised concerns about replication, and put
some of the target article’s insights within the context of today’s
dominant practice in data collection—open sampling. We hope
this commentary will contribute to make informative replication
mainstream, by encouraging researchers to both embrace the
advantages of open sampling and consider what transparent
reporting of sampling methods and direct replication means
when using these samples.

You are not your data
doi:10.1017/50140525X1800081X, e145
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Abstract: Scientists should, above all else, value the truth. To do this
effectively, scientists should separate their identities from the data they
produce. It will be easier to make replications mainstream if scientists
are rewarded based on their stance toward the truth—such as when a
scientist reacts positively to a failure to replicate—as opposed to a
particular finding.

Zwaan et al. have provided a service to science by synthesizing the
strong case for making replications mainstream. However, they
have missed —and perhaps even subtly perpetuated —what may
be the central underlying impediment to having a strong culture
of replications: The idea that “you are your data.”

The underlying value that ought to be common among scien-
tists is respect for the truth. Scientific theories that are not
backed up by evidence — by data or logic that supports belief in
a proposition or set of propositions—are simply not scientific.
Moreover, a lack of concern for the truth is linked to (and, for
some, necessary for) the very antithesis of science: bullshitting
(Frankfurt 2005). Naturally, however, people (and presumably
scientists) differ in the extent to which they are receptive to bull-
shit (Pennycook et al. 2015), value logic and evidence (Stihl et al.
2016), and acknowledge that their beliefs could be wrong (i.e.,
intellectual humility [Leary et al. 2017]).

If respect for the truth is the crucial underlying value that, at
least, ought to bind scientists together, what implications does
this have for making replications mainstream?

Zwaan et al. adroitly point out that “researchers may feel a sense
of ownership of specific research findings, which can mean that
failures to replicate can feel like a personal attack, one that can
have implications for evaluations of their competence” (sect.
5.5, para. 3).

It is unfortunately true that some may make inferences about
the value of a researcher based on a failure to replicate their
work. However, scientists may overestimate the negative reputa-
tional consequences of a failure to replicate (Fetterman & Sassen-
berg 2015) as scientific reputation is based more on process than
outcome (Ebersole et al. 2016b). Indeed, being subject to a failure
to replicate does not provide a strong signal as to one’s respect for
the truth. Quite the contrary, ones’ response to a failure to repli-
cate is a substantially stronger signal. Do you care more about
your reputation than the empirical result?

Unfortunately, at least based on anecdote, abject fear is often
the intuitive reaction to discovering that one is to be replicated.
This reaction is precisely the opposite of what it should be. For
the most part, scientists research topics in which they are inter-
ested. Moreover, setting aside petty narcissism for a moment,
the highest aspiration that a scientist can have is to make a mean-
ingful impact on her field and perhaps even the outside world.
Discovering that your finding is to be subject to a replication
attempt should be doubly exciting, for it indicates that (a) you
are to gain information about something you are interested in,
and (b) your work is impactful enough to be considered worth rep-
licating. Producing research that causes independent scientists to
spend time and money pursuing is, plainly, an accomplishment.

Why, then, are replication attempts sometimes met with trepi-
dation? As noted by Zwaan et al., failed replications are viewed as
having negative reputational consequences (Bohannon 2014; Fet-
terman & Sassenberg 2015). The fear may be that a failure to rep-
licate indicates that an individual engaged in questionable
research practices —or even outright fraud —to get a significant
result. However, this is an untenable conclusion when based on
a single or small number of observed results. Anecdotal evidence
is not acceptable in our science; it should not be acceptable in our
evaluation of scientists.

Only when a pattern of nonreplicable results occurs is it justifi-
able for a researcher’s reputation to be affected. Also, even in such
a case, this is because researchers who cannot produce replicable
results are likely to have put concerns about their reputation and
career success (in the form of publications, tenure, grants, awards,
etc.) above the pursuit of science (in the form of robust research
that tells us something about the world). The offending research-
ers only “become their data” because (with enough observations)
it becomes a signal of their stance toward the truth.

It is important to point out that the replicator, too, should care
more about the empirical result than the reputation of the person
being replicated. A focus on “debunking” fellow scientists is guilty
of the same toxic concern about reputation (and, therefore, non-
primacy of the pursuit for truth) that is needed to justify such a
targeting in the first place. The fact such debunking attempts
produce data about the world is not justification for perpetuating
the (identity-focused) stance that may have been the source of bad
data in the first place. If we want people to stop assuming that one

Downloaded from h%ﬂs://www.%%ﬁ@%&%ﬁﬁﬁﬂa%@ﬂ@oﬁ‘ 12@1138201 8 at 17:27:57, subject to the Cambridge Core terms of use, available at https://www.cambridge.org/core/terms.
https://doi.org/10.1017/50140525X17001972


https://gordonpennycook.net
mailto:gordon.pennycook@yale.edu
https://doi.org/10.1017/S0140525X17001972
https://www.cambridge.org/core
https://www.cambridge.org/core/terms

failure to replicate will ruin their reputation, it is imperative that
we do not treat failures to replicate (outside of extreme circum-
stances) as having reputational consequences.

Although it is perhaps not feasible for every scientist to fully buy
in to the “you are not your data” mantra, it is nonetheless impor-
tant to increase its aggregate influence. To this end, scientists who
demonstrate a willingness to divorce themselves from their data
should be celebrated (see https:/lossofconfidence.com/ for a
group focused on this very thing). Awards and accolades should
go to scientists who, beyond having a significant influence on
their respective fields, can also provide evidence of identifying
with the process of science and the pursuit of truth (e.g., via ded-
ication to open science or revision of a previous stance based on
new data; see Nosek et al. [2012]). Prestigious academic positions
should be given to those who do research that is both impactful
and sound (a notion that seems sufficiently obvious, but that
does not necessarily correspond to the selection of individuals
who have successfully created a “brand”). Finally, the significance
of valuing the truth should be emphasized to graduate students
and future generations of scientists, particularly in cases when
the relaxing of scientific values is expedient. Ultimately, making
replications mainstream will be easier if scientific incentive struc-
tures begin to align with a separation of identity and data.
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Abstract: Although Zwaan et al. argue that original researchers should
provide a replication recipe that provides great specificity about the
operational details of one’s study, I argue that it may be as important to
provide a recipe that allows replicators to conduct a study that matches
the original in as many conceptual details as possible (i.e., an exact
conceptual replication).

Zwaan et al. make the classic distinction between exact replica-
tions (using the same operations as in an original study) and con-
ceptual replications (using different materials to instantiate the
independent variables [IVs] and/or dependent variables [DVs]).
They argue that exact replications are superior and therefore orig-
inal authors should provide a “replication recipe” providing con-
siderable detail about the specific operations used so others can
duplicate one’s study. Furthermore, Zwaan et al. claim that a
finding is “not scientifically meaningful until it can be replicated
with the same procedures that produced it in the first place”
(sect. 6, para. 1). Instead, I argue that for much theoretical
work in psychology, use of the same operations is not what is crit-
ical, but rather instantiation of the same concepts. Thus, theory
testing researchers should emphasize conducting exact conceptual
replications (ECRs) where the goal is to repeat as closely as pos-
sible not the precise methods of the original study, but to instan-
tiate the same conceptual meaning of the original variables in the
same conceptual context (Petty 2015).

In the physical sciences, the emphasis on carefully replicating
operations is often reasonable. For instance, when mixing hydro-
gen and oxygen to create water, the choice of operations to
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represent the hydrogen and oxygen concepts is constrained
because there is a tight link between concepts and operations (i.
e., the operations and concepts are basically the same). Further-
more, the operations chosen are likely to represent the concepts
across virtually all contexts. Thus, if you reasonably do the same
thing, you should get the same result. In contrast, in many
theory testing psychology studies, the choice of operations to rep-
resent concepts is vast and the link between the two is not assured.
Thus, conducting a replication that is as close as possible to the
original study will not necessarily help with replicability because
the meaning of the original IVs and DVs in the new context
may have changed.

Consider a psychologist mixing a credible source with a persua-
sive message to produce favorable attitudes toward some pro-
posal. When Hovland and Weiss (1951) did this, Robert
Oppenheimer was used as a credible source, and the Russian
newspaper, Pravda, was the low credible source on the topic of
building atomic submarines. Oppenheimer produced more favor-
able attitudes than Pravda. It seems unlikely that the same oper-
ations would produce the same result today. Does this render the
original study scientifically meaningless? No. The initial result is
meaningless only if you cannot conduct an ECR. ECRs are impor-
tant because what we ultimately want to know is not whether
Oppenheimer produces more favorable attitudes toward subma-
rines than Pravda, but whether credibility affects persuasion.

The initial credibility study results would be meaningful if the
study can be replicated in an ECR. Original authors can
specify the criteria any replication study should meet. Namely,
provide the conceptual recipe. This differs from the operational
recipe that Zwaan et al. favor. Thus, if manipulating credibility,
instead of only articulating operational details like replicators
must have people see an 8 X 10 picture of the source with an
18 word description, original authors could also indicate that the
high credibility manipulation should produce a rated level of cred-
ibility of 7 on an 11 point credibility scale and the low credibility
condition should be at 4. But, it is not sufficient for replicators to
produce a successful manipulation check. If the original study had
high and low credibility means of 7 and 4 but the replication study
had means of 1 and 4, the manipulation check in the replication
study would seem “successful” (and the effect size of the manip-
ulation check might be comparable to the original), but, the place-
ment of the manipulation along the credibility continuum would
be quite different and thus inappropriate for an ECR. In addition
to providing information about the statistical properties of the IV
manipulation check, original authors should specify what con-
structs the IV should not vary. Thus, original authors should not
only provide the IV information just noted, but also what concepts
should be assessed to ensure they are not confounded (e.g., source
attractiveness and power).

Critically, similar arguments apply to the DV. In the chemistry
example, the dependent variable (water) is easily assessed.
However, there are multiple ways to assess favorable evaluations
(e.g., explicit vs. implicit measures). Now consider a different orig-
inal study in which investigators are examining the frustration to
aggression link. These researchers should indicate how to deter-
mine if the dependent measure taps aggression. The original
study might have measured how many teaspoons of hot sauce
were administered, but in a replication attempt in Mexico,
giving hot sauce may not signal aggressiveness. Thus, specifying
what criteria the DV should meet (to gauge its conceptual
meaning) is as important as specifying this for the IVs. For
example, participants can rate how aggressive it is to give hot
sauce.

Finally, the overall level of the DV on the aggression continuum
in the new context is important. This is because unlike the chem-
istry example where there is only one way to produce water, psy-
chology DVs are often multiply determined. There are many ways
to produce aggression and there may be factors in the replication
context that affect the hot sauce DV that were not present in the
original research. Some of these may be alternative causes of
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aggression (e.g., hot temperature), but others may influence
giving out hot sauce for other reasons (e.g., its popularity or
price in the culture). Each can be problematic and lead to replica-
tion failure. Thus, a replication recipe should focus on describing
contextual factors that are plausibly linked to the DV. Most
simply, one can report the mean level of the operational
(amount of hot sauce) and conceptual (link to aggressiveness)
DV in a control condition in which none of the critical IVs are
varied. This is needed to assure that relevant background variables
in the replication study that affect the DV are set at a similar level
to the original study.

In sum, conceptually driven psychology research is different
from the physical sciences, and our replication recipes should
reflect this.

The replicability revolution
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Abstract: Psychology is in the middle of a replicability revolution. High-
profile replication studies have produced a large number of replication
failures. The main reason why replication studies in psychology often fail
is that original studies were selected for significance. If all studies were
reported, original studies would fail to produce significant results as
often as replication studies. Replications would be less contentious if
original results were not selected for significance.

The history of psychology is characterized by revolutions. This
decade is marked by the replicability revolution. One prominent
feature of the replicability revolution is the publication of replica-
tion studies with nonsignificant results. The publication of several
high-profile replication failures has triggered a confidence crisis.

Zwaan et al. have been active participants in the replicability
revolution. Their target article addresses criticisms of direct repli-
cation studies.

One concern is the difficulty of re-creating original studies,
which may explain replication failures, particularly in social psy-
chology. This argument fails on three counts. First, it does not
explain why published studies have an apparent success rate
greater than 90%. If social psychological studies were difficult to
replicate, the success rate should be lower. Second, it is not
clear why it would be easier to conduct conceptual replication
studies that vary crucial aspects of a successful original study. If
social priming effects were, indeed, highly sensitive to contextual
variations, conceptual replication studies would be even more
likely to fail than direct replication studies; however, miraculously
they always seem to work. The third problem with this argument is
that it ignores selection for significance. It treats successful con-
ceptual replication studies as credible evidence, but bias tests
reveal that these studies have been selected for significance and
that many original studies that failed are simply not reported
(Schimmack 2017; Schimmack et al. 2017).

A second concern about direct replications is that they are less
informative than conceptual replications (Crandall & Sherman
2016). This argument is misguided because it assumes a successful
outcome. If a conceptual replication study is successful, it
increases the probability that the original finding was true and it
expands the range of conditions under which an effect can be
observed. However, the advantage of a conceptual replication
study becomes a disadvantage when a study fails. For example,
if the original study showed that eating green jelly beans increases
happiness and a conceptual replication study with red jelly beans
does not show this effect, it remains unclear whether green jelly

beans make people happier or not. Even the nonsignificant
finding with red jelly beans is inconclusive because the result
could be a false negative. Meanwhile, a failure to replicate the
green jelly bean effect in a direct replication study is informative
because it casts doubt on the original finding. In fact, a meta-anal-
ysis of the original and replication study might produce a nonsig-
nificant result and reverse the initial inference that green jelly
beans make people happy. Crandall and Sherman’s argument
rests on the false assumption that only significant studies are infor-
mative. This assumption is flawed because selection for signifi-
cance renders significance uninformative (Sterling 1959).

A third argument against direct replication studies is that there
are multiple ways to compare the results of original and replication
studies. I believe the discussion of this point also benefits from
taking publication bias into account. Selection for significance
explained why the reproducibility project obtained only 36% signif-
icant results in direct replications of original studies with significant
results (Open Science Collaboration 2015). As a result, the signifi-
cant results of original studies are less credible than the nonsignif-
icant results in direct replication studies. This generalizes to all
comparisons of original studies and direct replication studies.
Once there is suspicion or evidence that selection for significance
occurred, the results of original studies are less credible, and
more weight should be given to replication studies that are not
biased by selection for significance. Without selection for signifi-
cance, there is no reason why replication studies should be more
likely to fail than original studies. If replication studies correct mis-
takes in original studies and use larger samples, they are actually
more likely to produce a significant result than original studies.

Selection for significance also explains why replication failures are
damaging to the reputation of researchers. The reputation of
researchers is based on their publication record, and this record is
biased in favor of successful studies. Thus, researchers’ reputations
are inflated by selection for significance. Once an unbiased replica-
tion produces a nonsignificant result, the unblemished record is
tainted, and it is apparent that a perfect published record is illusory
and not the result of research excellence (a.k.a flair). Thus, unbiased
failed replication studies not only provide new evidence; they also
undermine the credibility of existing studies. Although positive illu-
sions may be beneficial for researchers” eminence, they have no
place in science. Itis therefore inevitable that the ongoing correction
of the scientific record damages the reputation of researchers, if this
reputation was earned by selective publishing of significant results.
In this way direct replication studies complement statistical tools
that can reveal selective publishing of significant results with statisti-
cal tests of original studies (Schimmack 2012; 2014; Schimmack &
Brunner submitted for publication).

Constraints on generality statements are
needed to define direct replication
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Abstract: Whether or not a replication attempt counts as “direct” often
cannot be determined definitively after the fact as a result of flexibility
in how procedural differences are interpreted. Specifying constraints on
generality in original articles can eliminate ambiguity in advance,
thereby leading to a more cumulative science.
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Exact? Direct? Conceptual? How we label a replication attempt
depends on its similarity to the original study (Zwaan et al.). But
“similarity” in whose view and with respect to which parameters?
When a replication study reproduces the original finding, the dis-
tinction between direct and conceptual is less fraught — any discrep-
ancies between the original and replication procedures provide
evidence for generality. But, when a replication result differs
from the original, any procedural changes become candidate expla-
nations for the discrepancy; whether or not it counts as “direct”
depends on how you interpret those differences in procedures.

Kahneman (2014) hoped to eliminate this ambiguity by encour-
aging researchers conducting replication studies to consult with
the original authors about the appropriate procedures. The Regis-
tered Replication Reports developed at Perspectives on Psycho-
logical Science and now hosted at Advances in Methods and
Practices in Psychological Science consult the original authors
extensively to verify the accuracy of the replication protocol.
ManyLabs projects attempt to do so, as well, as do the new Pre-
registered Direct Replications in Psychological Science. Although
such contacts are a professional courtesy that can and often do
improve the precision of a replication protocol, they are not
always possible (i.e., the original researcher may be deceased or
otherwise unresponsive). Furthermore, in principle they should
not be necessary —published articles are the currency of our
field, and they should stand alone as a statement of what is
needed to reproduce a finding.

Much as preregistration makes clear whether an analysis was
planned in advance or exploratory, an original article can make
clear whether a subsequent replication is direct or conceptual if
it explicitly defines constraints on generality (a COG statement;
see Simons et al. [2017] for details). Most psychology papers gen-
eralize from the tested samples — of participants, stimuli, testing
contexts —to broader populations (e.g., all college students, any
emotional scene, any testing cubicle). All papers should explicitly
define these target populations and indicate which presumed gen-
eralizations are derived from empirical evidence, which are theo-
retical predictions, and which are hunches. A COG statement
defines the scope of the original finding, clarifies which aspects
of the samples must be reproduced in a direct replication, and
identifies claims of generality that need further testing in concep-
tual replications. It indicates those aspects of the original study its
authors believe to be essential, thereby defining the conditions
that the authors believe would constitute a direct replication.

Current publishing practices incentivize making the boldest and
most general claims possible: A study testing undergraduate psy-
chology students is generalized to all adults; a laboratory effect in
a controlled, computer-based task is generalized to real-world deci-
sion making; interactions with a trained confederate are generalized
to romantic relationships; studies with WEIRD samples are gener-
alized to non-WEIRD populations (Henrich et al. 2010). Such
broad conclusions are inherently more interesting and provocative,
but rarely are justified and often are not justifiable. When con-
straints on generality are left unstated, authors implicitly encourage
readers (including editors and reviewers) to generalize broadly,
even if they would explicitly discourage readers from doing so.

Without a COG statement, both original authors and those con-
ducting replications can dispute the meaning of a replication
study, assigning the burden of proof to “do it right” to each
other. An original author might assume narrow generality for
their finding across contexts, so they place the burden of proof
on the replicator to ensure that the replication mimics all
aspects of the original context. They can dismiss unsuccessful rep-
lications as fatally flawed on account of changes in context that, in
hindsight, they believe are important. In contrast, a replicator
might assume maximal generality in the absence of stated con-
straints. When an original author posits a change in context as
the reason for an unsuccessful replication, the replicating author
will expect the original author to demonstrate that it was not a
false positive (e.g., by making the effect come and go with
changes to a moderator).
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Adding a COG statement overcomes the ambiguity of classify-
ing replications as direct or conceptual after the fact because it
specifies the target populations for the original claim, allowing
anyone to draw from those same populations. It bypasses the
need to consult the authors of a publication to identify those con-
straints, allowing the published finding to serve as the unit of anal-
ysis. It also focuses our collective research enterprise on what
should be our goal —not just determining whether or not effects
exist, but identifying boundary conditions and mechanisms.
Direct replications will test the reliability of those procedures
thought to be essential, narrowing the purported scope of an orig-
inal effect or perhaps demonstrating conditions under which it
does not occur. Conceptual replications will test whether the pro-
posed constraints on generality are accurate, leading to a more
refined understanding of the robustness of the effect. A systematic
program of research would evaluate how the size of an effect
varies as a function of those constraints; how large is the effect
within the narrowest, idiosyncratic confines of the original study
procedures and how quickly and in what ways does it change
when the restraints are loosened.

What the replication reformation wrought
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Abstract: Replication failures were among the triggers of a reform
movement which, in a very short time, has been enormously useful in
raising standards and improving methods. As a result, the massive
multilab multi-experiment replication projects have served their purpose
and will die out. We describe other types of replications — both friendly
and adversarial - that should continue to be beneficial.

As two old(er) researchers who were involved early in the current
science reform movement (pro-reform, to the chagrin of many of
our peers), we believe that the target article barely addresses an
essential point about the “replication crisis™: In a very short
time, the resulting reform movement, including all of the fuss,
anger, and passion that it generated, has been enormously
useful in raising standards and improving methods in psychologi-
cal science. Rather than believing that the field is still in crisis,
some highly influential members of our community recently
announced that psychology is now experiencing a “renaissance”
(Nelson et al. 2018). One of us calls what has happened a civil
war-like revolution (Spellman 2015), suggesting an insurrection
in which one group overthrows the structures put in place by
another group. But here we use the term “reformation,” suggest-
ing that the profession has become enlightened and changed itself
for the better.

The reform movement has prompted changes across the entire
research and publication process. As a result, experimental results
are more reliable because researchers are increasing sample sizes.
Researchers are posting methods, data, and analysis plans (some-
times encouraged by journals), thus promoting more accurate rep-
lications and vetting of data integrity. Researchers are pre-
registering hypotheses and journals are pre-accepting registered
reports, making conclusions more credible. Also the experimental
record is more complete because of preprint services, open access
journals, and the increasing publication of replication studies.
Therefore, we believe that the reformation’s success results
from actions by individuals, journals, and societies, combined
with various environmental factors (e.g., technology, demograph-
ics, the cross-disciplinary recognition of the problem [Spellman

Downloaded from https://www.cambridge.org/core. YBP Library Services, on 11 Aug 2018 at 17:27:57, subject to the MM@&AEMQWMM S\Q‘EU@EShﬁﬂs(mmcambrid%Zorg/core/terms.
https://doi.org/10.1017/50140525X17001972


mailto:bas6g@virginia.edu
mailto:kahneman@princeton.edu
http://content.law.virginia.edu/faculty/profile/bas6g/1211027
https://doi.org/10.1017/S0140525X17001972
https://www.cambridge.org/core
https://www.cambridge.org/core/terms

Commentary/Zwaan et al.: Making replication mainstream

2015]) that allowed the changes to take hold now, whereas reform
movements with similar goals in the past had failed.

Amazingly, all of this has transpired in seven plus or minus two
years. The early revelations that an assortment of high-profile
studies failed to replicate, and then the later various mass replica-
tions —both those in which many different labs worked on many
different studies (e.g., Nosek et al. 2015) and those in which
many different labs worked on the same studies (e.g., Simons
et al. 2014)-provided existence proofs that non-replicable pub-
lished studies were widespread in psychology. The ground-break-
ing gem of a paper by Simmons et al. (2011) gave our field a way to
understand how this could have happened by scientists simply fol-
lowing the norms as they understood them, without any evil
intent. But the norms were defective.

We believe that the quality of psychological science has been
improving so fast and so broadly-mainly because of the replica-
tion crisis—that replications are likely to become rarer rather
than routine. The massive multi-lab multi-experiment replica-
tion projects have served their purpose and will die out. What
should happen, and indeed become mainstream, is the exten-
sion of original research should routinely include replication.
The design of experiments and their execution are separable:
Friendly laboratories should routinely exchange replication ser-
vices in a shared effort to improve the transparency of their
methods. Most replications should be friendly and adversarial
replications should be collegial and regulated. How might this
be done?

In one approach (Kahneman 2014), after developing but before
running a study, replicators send the original authors a complete
plan of the procedure. Original authors have a set time to
respond with comments and suggested modifications. Replicators
choose whether and how to change the protocol but must explain
how and why. These exchanges should be available for reviewers
and readers to use when evaluating the claims of each side (e.g.,
whether it was a “faithful” replication).

In a second approach, the negotiation is refereed. For example,
journals that take pre-registered replications may require careful
vetting of the replicator’s protocol before giving it a go-ahead
stamp of “true direct replication.” But journal intercession is not
necessary; authors and replicators could agree to mediation by
knowledgeable individuals or teams of appointed researchers.

The two proposals above, however, are limited to checking the
replicability of individual studies — individual “bricks in the wall” —
in the same way current reforms directly affect only the integrity
of individual studies (Spellman 2015). Science involves groups—
groups of studies that connect together to define and develop
(or destroy) theories (i.e., to create buildings or bridges from indi-
vidual bricks) and communities of scientists who can work
together, or in constructive competition (note: not opposition),
to hone their shared ideas. Below we suggest two ways in which
communities of scientists can engage in replication and theory
development.

A third approach to replication is the daisy-chain approach. A
group of laboratories that share a theoretical orientation that
others question could get together, with each lab offering its
favorite experiment for exact replication by the next lab in the
chain — with all results published together, win or lose. Even if
not all of the replications are successful, such an exercise
would improve the quality of communications about research
methods within a field, and improve the credibility of the field
as a whole.

A fourth ambitious form of replication, called “paradigmatic
replication,” has been implemented by Kathleen Vohs (2018).
Vohs recognizes that massive replication attempts of one study,
particularly in an area where different researchers use different
methods that change over time, is not a useful indicator of an
evolving theory’s robustness. In this procedure, the major propo-
nents of a theory jointly resolve what the core elements of the
theory are, and then decide what the best methods had been
(or would be) to demonstrate/test its workings. A few diverse

methods (e.g., varying independent or dependent measures) are
devised, the protocols are pre-registered, and then multiple
labs, both “believers” and “non-believers,” run the studies. Data
are analyzed by a neutral third party.

Overall, we believe that the replication reform movement has
already succeeded in valuable ways. Improvements of research
methods are raising the credibility of results and reducing the
need for replications by skeptics. We also believe that routine
exchanges of “replication services” between cooperating labora-
tories (e.g., through StudySwap [https:/osf.io/view/StudySwap/])
will further enhance the community’s confidence in the clarity
and completeness of methods, as well as in the stability of

findings.

Verifiability is a core principle of science
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Abstract: Scientific knowledge is supposed to be verifiable. Replications
promote verifiability in several ways. Most straightforwardly, replications
can verify empirical claims. Replication research also promotes
dissemination of information needed for other aspects of verification;
creates meta-scientific knowledge about what results to treat as credible
even in the absence of replications; and reinforces a broader norm of
scientists checking each other’s work.

A distinguishing feature of science is that its claims are expected to
be verifiable. This has been long appreciated by scientists and phi-
losophers. In 1660 the Royal Society, the oldest continuously
operating scientific society in the world, adopted as its motto
the Latin phrase nullius in verba, meaning “take nobody’s word
for it.” Merton (1942) wrote that scientific norms are upheld
through scrutiny and verification of our work by other scientists.
For Popper (1959), scientific statements must be intersubjectively
testable, capable of being evaluated similarly by any person think-
ing rationally about them. Lupia and Elman (2014) argued that
scientific claims get their credibility from being publicly available
for inspection and critique.

Verifiability is a broad idea that can be applied to every step in
the derivation of a scientific claim, and it is the basis for many
current norms, practices, and expectations in scientific discourse.
If an author of a paper asserts that a prediction follows from
some theory, scientific norms hold that the arguments should be
presented in enough detail that readers can evaluate whether the
theory is coherent and the prediction does indeed follow. If an
author asserts that a measurement procedure produces valid
scores, scientists expect the author to support that claim with
data or through citations to previous validity studies. If an author
employs a novel statistical method, scientists expect to be able to
verify how the method works by inspecting proofs or the results
of simulations.

Verifiability is important for empirical results, as well. Consider
a famous example from philosophy, the black swan. Once upon a
time, Europeans believed that all swans were white. But in the
seventeenth century, Dutch explorers reported that they had
observed black swans in Australia, forcing Europeans to update
their beliefs about the possible colors of swans. In the stylized
telling of this story, this was a purely logical operation: The empir-
ical statement “black swans exist” falsifies the theoretical state-
ment “all swans are white” via modus tollens. But the logic
applies only after we accept the premises. Philosophers have
long recognized that scientists are not required to accept a
premise like “black swans exist” just because someone says they
do, or else theories would have to accommodate all kinds of
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outlandish claims (Mill 1882/2014). Instead, scientists establish
methodological rules to decide whether to refuse or admit new
findings into the corpus of scientific knowledge, with verifiability
being one key principle guiding those rules (Meehl 1990b;
Popper 1959). There are many reports from people who say
they have seen black swans, but there are also many reports
from people who say they have seen Bigfoot. Part of why scientific
taxonomies include black swans but not Bigfoots is because of dif-
ferences in the verifiability of the reports.

Replication research makes scientific knowledge more verifi-
able in several ways. The most straightforward way, and the one
that receives the greatest emphasis by Zwaan et al. in the target
article, is that direct replication studies are a way to evaluate
empirical claims and decide which ones to accept as dispositive
for theories. If a result is a statistical fluke, or if the necessary con-
ditions for getting a result include critical elements that were not
specified in the original report, replication research will produce
discrepant results and scientists may be justifiably cautious in
updating their theories. Conversely, because new empirical
results are almost never definitive (Srivastava 2011), a successful
direct replication can increase scientists” confidence in the defin-
itiveness of a claim.

A second way replication research can advance verifiability is
by promoting open dissemination of data, analysis code, materi-
als, and details of experimental procedures. All of these things
help researchers carry out high-quality direct replications, so
norms and policies that are designed to enable replications
should promote their dissemination. But all of them are useful
for other kinds of verification beside replication. Open data
and code allow other scientists to evaluate how well statistical
analyses support conclusions. Open materials and procedures
allow other scientists to evaluate whether research protocols
work as intended. Thus, even if no replication study is ever con-
ducted, when original authors provide the information that
makes replication possible, they make other aspects of verifica-
tion possible too.

A third way that replication research promotes verifiability is
through the accumulation of meta-scientific knowledge. The
claim “this experimental result is verifiable” can be treated like a
hypothesis and tested empirically in a direct replication. But in
practice, scientists do not have the time or resources to replicate
every single experiment. Instead they must rely on meta-scientific
ideas about which results are more or less credible. Should scien-
tists put more trust in findings with low p values? Studies with
more thorough disclosures? Papers by high-status authors?
When scientists read one another’s work, they make informal
judgments about how much they believe the results. Replication
research, especially large-scale systematic replication research
like the Many Labs projects (e.g., Ebersole et al. 2016a; Klein
et al. 2014a) can tell us what makes research more replicable
and help scientists make those judgments in a more principled
way.

A fourth way that replication research promotes verifiability is
by reinforcing it as a norm of scientific work. As Merton (1942)
noted, it is unrealistic to expect individual scientists to have only
pure scientific motives. Many scientists want to discover true
things about nature; but they also want to make money, gain
status, look and feel smart, confirm their preconceptions, and
all sorts of other entirely human things. Psychologists should
especially appreciate that individual scientists cannot be
expected to perfectly manage their own conflicting motivations
and biases. So scientific disinterestedness must be upheld
through the social process of scientists scrutinizing and verifying
each other’s claims. The more replication research is supported
formally through professional incentives, and informally through
scientists speaking favorably about replication as valued work
and treating it as an expected part of their jobs, the more it
will promote a broader culture that values verification of scien-
tific knowledge above the advancement of scientists’ individual
interests.

Commentary/Zwaan et al.: Making replication mainstream
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Abstract: We advocate that replications should be an integral part of the
scientific discourse and provide insights about the conditions under which
an effect occurs. By themselves, mere nonreplications are not informative
about the “truth” of an effect. As a consequence, the mechanistic
continuation of multilab replications should be replaced by diagnostic
studies providing insights about the underlying causes and mechanisms.

As Zwaan et al. have repeatedly emphasized, replication is a cor-
nerstone in the edifice called “science.” It is therefore somewhat
surprising that its structure has not yet collapsed under the burden
of the virulent “replication crisis.” Instead, lively discussions have
sprung up focusing on various characteristics of replication
endeavors, for example, about the distinction between “direct”
procedural and theoretically driven “conceptual” replications
(Stroebe & Strack 2014). In this comment, we discuss the benefits
of the frequent replication exercises and suggest a more fruitful
way to pursue in the future.

There is no doubt that thus far, the number of “replication fail-
ures” has attracted great public attention. “Over half of psychology
studies fail reproducibility test” was the title of a cover story in
Nature (Baker 2015), and frequently, the news that “yet another
classic study was not replicated” makes the headlines in popular
newspapers and magazines. Typically, these replication failures
were based on an attempted copy of the original study that did
not reach conventional significance levels and/or yielded effect
sizes below the original standard. Rarely were there significant
reversals of the original outcomes.

What can be learned from such procedural nonreplications?
There are two possibilities. Other than suspecting fraud, the orig-
inal effect may be diagnosed as fragile and not sufficiently “robust”
to emerge under changing conditions. Second, the effect is
declared as being not “real” or “true,” but merely a “false positive.”

To be sure, it is certainly important to ascertain the robustness
of an effect if a procedure is meant to be employed as an interven-
tion in a natural setting. There, it is more important to determine
the effectiveness of an intervention than to understand its under-
lying mechanisms. For this purpose, procedural replications are
diagnostic and highly appropriate. For example, to assess the ther-
apeutic value of a cancer drug, it is necessary to ascertain its effec-
tiveness under varying contexts.

Understanding underlying mechanisms, however, requires us
to resort to the theoretical level and to assess the validity of the
theory. Unlike experimental effects, theoretical statements have
a truth value that can be supported or undermined by empirical
findings. Theories, however, are formulated on a level that tran-
scends the concrete evidence, and their validity does not rest on
the outcome of one specific experimental paradigm. Thus, even
if a procedural nonreplication implies a lack of reliability for a con-
crete effect, consequences about truth and falseness of an other-
wise well-supported theory must be weighed in the context of
supporting evidence from these other investigations.

In particular, inferences about truth or falseness that are based
solely on selected parameters from Null Hypothesis Significance
Testing are highly problematic. Recently, this statistically
myopic approach of determining truth or falsity has been
sharply criticized. For example, Blakeley et al. (2018) have advo-
cated moving “beyond the paradigm of routine ‘discovery,” and
binary statements about there being ‘an effect’ or ‘no effect,” to
one of continuous and inevitably flawed learning that is accepting
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of uncertainty and variation” (p. 9). In a similar vein, the Deutsche
Forschungsgemeinschaft (German National Science Foundation)
has issued a statement on the “Replicability of Research Results”
(2017), arguing that “ascertaining the replicability or non-replica-
bility of a scientific result is itself a scientific result. As such, it is
not final; rather, like all scientific knowledge, it is subject to meth-
odological skepticism and further investigation” (p. 2).

These insights imply the lack of a direct route from statistical
parameters to scientific truth (Strack 2017). Instead, empirical
data must be recognized as arguments that must enter the scien-
tific discourse to persuade its participants. For this purpose, the
collection of data must be guided by theoretically grounded
hypotheses that generate specific predictions. Such hypothesis-
guided approaches are conspicuously missing when it comes to
procedural replications. As a consequence, little insight is gained
about the underlying causal dynamics.

If science has the goal of finding the causes of things (“rerum
causas cognoscere”), it is not enough to merely devalue a
finding as “random.” Instead, replicators must make the effort
to identify the actual determinants of the original finding if they
believe that it was not caused by the factors claimed in the original
study. In other words, the evidence of a replication should consist
of an interaction where the original finding is replicated under
certain conditions, but not under others. To be sure, making a the-
oretical statement contingent on the fulfillment of other condi-
tions may decrease its falsifiability. Zwaan et al. are right in
pointing out that repeatedly adding conditions may cause a
research program to become “degenerative.” On the other
hand, the price of being closer to the truth may be a decreased
theoretical power. At the same time, proposing new theories
that go beyond what has been known so far and include previous
causalities as special cases is always more desirable.

When it comes to theory testing, it is not justified to yield repli-
cations a special status that sets them apart from the theoretical dis-
course. Itis not justified to assign the original researcher the onus of
identifying the contextual confound that may have prevented the
effect from occurring in the replication. Like any other basic
research, replications should be driven by theoretical assumptions
generating results that go beyond demonstrating a mere failure to
replicate and identifying yet another “false positive.” To advance
scientific knowledge, replicators should be able to identify the
reasons why an effect did not replicate. Without such evidence,
simple nonreplication of a finding that is part of a well-supported
theory is uninformative. Thus, to answer the question stated in
our title, the theoretical knowledge gained from replication failures
has been negligible. Therefore, mechanistically continuing multilab
replications of yet another set of empirical studies is a waste of valu-
able scientific resources that would better be employed in develop-
ing and testing better and more powerful theories.

Conceptualizing and evaluating replication
across domains of behavioral research
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Abstract: We discuss the authors’ conceptualization of replication, in
particular the false dichotomy of direct versus conceptual replication
intrinsic to it, and suggest a broader one that better generalizes to other
domains of psychological research. We also discuss their approach to the
evaluation of replication results and suggest moving beyond their

dichotomous statistical paradigms and employing hierarchical/meta-
analytic statistical models.

We thank Zwaan et al. for their review paper on replication
and strongly endorse their call to make replication main-
stream. Nonetheless, we find their conceptualization of
and recommendations for replication problematic.
Intrinsic to Zwaan et al.’s conceptualization is a false dichot-
omy of direct versus conceptual replication, with the
former defined as “a study that attempts to recreate the
critical elements (e.g., samples, procedures, and measures)
of an original study” (sect. 4, para. 3) and the latter as a
“study where there are changes to the original procedures
that might make a difference with regard to the observed
effect size” (sect. 4.6). We see problems with both of
Zwaan et al.’s definitions and the sharp dichotomization
intrinsic to their conceptualization.

In terms of definitions, first, Zwaan et al. punt in defining
direct replications by leaving unspecified the crucial matter
of what constitutes the “critical elements (e.g., samples,
procedures, and measures) of an original study” (sect 4.,
para. 3). Specifying these is nontrivial if not impossible in
general and likely controversial in specific. Second, they
are overly broad in defining conceptual replications:
Under their definition, practically all behavioral research
replication studies would be considered conceptual. To
understand why, consider large-scale replication projects
such as the Many Labs project (Klein et al. 2014a) and Reg-
istered Replication Reports (RRRs; Simons et al. 2014)
where careful measures were taken such that protocols
were followed identically across labs in order to achieve
near exact or direct replication. In these projects, not
only did observed effect sizes differ across labs (as they
always do), but so too did, despite such strict conditions,
true effect sizes; that is, effect sizes were heterogeneous
or contextually variable — and to roughly the same degree
as sampling variation (McShane et al. 2016; Stanley et al.
2017; Tackett et al. 2017b). This renders Zwaan et al.’s sug-
gestion of conducting direct replication infeasible: Even if
defining the “critical elements” were possible, recreating
them in a manner that maintains the effect size homogene-
ity they insist on for direct replication seems impossible in
light of these Many Labs and RRR results.

In addition, and again in light of these results, the sharp
dichotomization of direct versus conceptual replication
intrinsic to Zwaan et al.’s conceptualization is unrealistic
in practice. Further, even were it not, replication designs
with hybrid elements (e.g., where the theoretical level is
“directly” replicated but the operationalization is systemati-
cally varied) are an important future direction — particularly
for large-scale replication projects (Tackett et al. 2017b) —
not covered by Zwaan et al.’s conceptualization.

Instead, and in line with Zwaan et al’s mention of
“extensions,” we would like to see a broader approach to
conceptualizing replication and, in particular, one that
better generalizes to other domains of psychological
research. Specifically, large-scale replications are typically
only possible when data collection is fast and not particu-
larly costly; thus they are, practically speaking, constrained
to certain domains of psychology (e.g., cognitive and social).
Consequently, we know much less about the replicability of
findings in other domains (e.g., clinical and developmental)
let alone how to operationalize replicability in them
(Tackett et al. 2017a; in press). In these other domains,
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where data collection is slow and costly but individual data
sets are typically much richer, we recommend that in addi-
tion to the prospective approach to replication employed by
large-scale replication projects thus far, a retrospective
approach that leverages the large amount of shareable
archival data across sites can be valuable and sometimes
even preferable (Tackett et al. 2017b; 2018).

This will require not only a change in both infrastructure
and incentive structures, but also a better understanding of
appropriate statistical approaches for analyzing pooled data
(i.e., hierarchical models) and more complex effects (e.g.,
curve or function estimates as opposed to point estimates);
lab-specific moderators most relevant to include in such
analyses; additional method factors that drive heterogeneity
(e.g., dropout mechanisms in longitudinal studies); and how
to harmonize measurements across labs (e.g., if they use
different measures of depression).

It may also require a change in procedures for statisti-
cally evaluating replication. Zwaan et al. suggest three
ways of doing so, all of which are based on the null hypoth-
esis significance testing paradigm and the dichotomous p-
value thresholds intrinsic to it. Such thresholds, whether
in the form of p-values or other statistical measures such
as confidence intervals and Bayes factors (i) lead to errone-
ous reasoning (McShane & Gal 2016; 2017); (ii) are a form
of statistical alchemy that falsely promise to transmute ran-
domness into certainty (Gelman 2016a), thereby permit-
ting dichotomous declarations of truth or falsity, binary
statements about there being “an effect” or “no effect,” a
“successful replication” or a “failed replication”; and (iii)
should be abandoned (Leek et al. 2017; McShane et al.
2018).

Instead, we would like to see replication efforts statisti-
cally evaluated via hierarchical / meta-analytic statistical
models. Such models can directly estimate and account
for contextual variability (i.e., heterogeneity) in replication
efforts, which is critically important given, as per the
Many Labs and RRR results, that such variability is
roughly comparable to sampling variability even when
explicit efforts are taken to minimize it as well as the
fact that it is typically many times larger in more standard
sets of studies when they are not (Stanley et al. 2017; van
Erp et al. 2017). Importantly, they can also account for
differences in methods factors such as dependent vari-
ables, moderators, and study designs (McShane & Bock-
enholt 2017; 2018) and for varying treatment effects
(Gelman 2015), thereby allowing for a much richer char-
acterization of a research domain and application to the
hybrid replication designs discussed above. We would
also like to see the estimates from these models consid-
ered alongside additional factors such as prior and
related evidence, plausibility of mechanism, study
design, and data quality to provide a more holistic evalu-
ation of replication efforts.

Our suggestions for replication conceptualization and
evaluation forsake the false promise of certainty offered
by the dichotomous approaches favored by the field and
by Zwaan et al. Consequently, they will seldom if ever
deem a replication effort a “success” or a “failure,” and
indeed, reasonable people following them may disagree
about the degree of replication success. However, by
accepting uncertainty and embracing variation (Carlin
2016; Gelman 2016a), we believe these suggestions will
help us learn much more about the world.

Commenmry/Zwaan et al.: Making replication mainstream

Making prepublication independent replication
mainstream

doi:10.1017/S0140525X18000894, €153

Warren Tierney,? Martin Schweinsberg,” and
Eric Luis Uhlmann®

28Kemmy Business School, University of Limerick, Castletroy, Limerick V94
T9PX, Ireland; °ESMT Berlin, 10178 Berlin, Germany; °Organisational
Behaviour Area, INSEAD, 138676, Singapore.

warrentierney @hotmail.com

martin.schweinsberg@esmt.org eric.luis.uhimann@gmail.com
https://ie.linkedin.com/in/warrentierney
https://www.esmt.org/person/martin-schweinsberg
http://socialjudgments.com/

Abstract: The widespread replication of research findings in independent
laboratories prior to publication is suggested as a complement to
traditional replication approaches. The pre-publication independent
replication approach further addresses three key concerns from
replication skeptics by systematically taking context into account,
reducing reputational costs for original authors and replicators, and
increasing the theoretical value of failed replications.

The reproducibility of scientific findings, whereby a study is
replicated by independent investigators in order to assess
the robustness of the research and of its findings, is funda-
mental to the scientific process (Dunlap 1926; Popper
1959). Overall, we strongly agree with the authors of the
target article that replication should be made mainstream.
Although replication is typically discussed in terms of
reproducing previously published work, we further advo-
cate for making mainstream the independent replication
of findings prior to publication (see also Schooler 2014).
Pre-publication independent replication (PPIR) is a collab-
orative, crowdsourced approach to science in which origi-
nal study authors nominate their own findings to be
replicated in independent laboratories around the world.
This approach complements existing replication initiatives
that focus on published findings and has different strengths
and weaknesses. Importantly, PPIR further addresses three
of the key concerns from replication skeptics counterar-
gued so effectively in the target article.

In our first pre-publication independent replication initia-
tive (Schweinsberg et al. 2016; Tierney et al. 2016), 10
unpublished moral judgment effects from the last author’s
research pipeline were replicated by 25 independent
research groups who collected data from more than
11,000 participants. The findings were mixed — while some
studies replicated successfully, others did not replicate
according to the a priori established criteria. Overall, 6 find-
ings successfully replicated; one study replicated but with a
much smaller effect size than the original (a decline effect
[Schooler 2011]), two findings were not supported, and
one study was culturally moderated (replicating consistently
in the original country but not in five other countries). The
culturally moderated effect provides evidence that contex-
tual factors can play an important and unexpected role in
replications. In total, 40% of the original findings failed at
least one major criterion for reproducibility.

We have expanded the scope of our crowdsourcing
approach in a second PPIR initiative, the Pipeline Project
2. This initiative opens pre-publication independent repli-
cation to the world, providing original authors the opportu-
nity to nominate their unpublished work for replication in
partner laboratories as well as graduate methods classes.

Downloaded from https://www.cambridge.org/core. YBP Library Services, on 11 Aug 2018 at 17:27:57, subject to the MM@&AEMQWMM S\Q‘EU@EShﬁﬁs(mmcambrio‘éiorg/core/terms.
https://doi.org/10.1017/50140525X17001972


mailto:warrentierney@hotmail.com
mailto:martin.schweinsberg@esmt.org
mailto:eric.luis.uhlmann@gmail.com
https://ie.linkedin.com/in/warrentierney
https://www.esmt.org/person/martin-schweinsberg
http://socialjudgments.com/
https://doi.org/10.1017/S0140525X17001972
https://www.cambridge.org/core
https://www.cambridge.org/core/terms

Commentary/Zwaan et al.: Making replication mainstream

We currently have 13 original findings being replicated at
more than 50 sites around the world (Schweinsberg et al.,
in preparation). Original authors opt into the PPIR
process and help select replicators they regard as suitable
and as having access to relevant subject populations,
leading to collaborative rather than adversarial interactions.
Notably, original authors are asked to specify beforehand in
what cultures and research sites they do and do not expect
their effect to emerge. We are further conducting a predic-
tion market (Dreber et al. 2015) to see if members of the
scientific community at large can anticipate contextual var-
iability in effects. These aspects of the PPIR process further
address a key challenge raised by replication skeptics, by
systematically taking context into account.

Concerns have also been raised about reputational
damage to those involved in replications, both to original
authors whose published findings are not reproduced by
other research groups, and replicators whose results ques-
tion established findings (Bohannon 2014; Kahneman
2014; Schnall 2014a; 2014b; 2014c). By replicating findings
in independent laboratories before (rather than after) the
findings are published, PPIRs minimizes reputational
costs to both original authors and replicators because (1)
no one’s reputation depends on the outcome, and (2) orig-
inal authors voluntarily opt into the PPIR process and help
select their replicators.

Another common argument is that failed replications are
uninterpretable and low in theoretical value (Schnall 2014a;
2014b; 2014c). Although in our view replications are always
informative and valuable (Dreber et al. 2015), it is at the
same time true that there are other plausible explanations
for null findings other than the original effect being false
(Open Science Collaboration 2015). We suggest that the
theoretical value of PPIR in terms of identifying false pos-
itives is even higher than for traditional replications,
because most alternative explanations for null effects are
ruled out. In particular, defenders of the original finding
have little basis to attribute an unsuccessful replication to
a lack of replicator expertise or use of irrelevant subject
populations, because the original authors helped select
what they regarded as qualified replicators and specified a
priori which participant populations they expected to
exhibit the effect. However, informational value is corre-
spondingly lower for successful PPIRs, relative to tradi-
tional replications, because the original authors
participate in selecting their own replicators, who may be
biased in favor of the hypothesis. Indeed, research demon-
strates that the theories investigators endorse strongly
predict the effect sizes they obtain (Berman & Reich 2010).

The biggest challenge to making pre-publication inde-
pendent replication mainstream is the lack of professional
incentives, especially for replicators. One potential solution
is to build PPIRs into the education of graduate students
(Everett & Earp 2015) as part of crowdsourced projects
on which they and the instructors of their methods
courses are co-authors. These student PPIRs can examine
findings that the original authors identify as straightforward
for a junior researcher to conduct. To facilitate the integra-
tion of pre-publication independent replication into gradu-
ate methods courses, as part of the Pipeline Project 2 we
have developed an open source curriculum on Crowd-
sourcing Science including instructions for student PPIR
projects (https://osf.io/hj9zr/). Researchers of any level of
experience who wish to initiate projects can use the

Study Swap website (https:/osf.io/view/StudySwap/), a
new forum where interested parties can engage with the
PPIR process, both as original authors looking for labs to
replicate their findings or as independent investigators
looking to replicate findings. Networks of partner laborato-
ries such as the Psychological Science Accelerator (Chartier
2017) might also be leveraged to conduct replications of
unpublished, rather than published findings.

In sum, conducting independent replications earlier in
the research process —before findings are even submitted
for publication — can further address what the target article
identifies as three of the key concerns raised by skeptics of
replication. The pre-publication independent replication
approach minimizes reputational costs to original authors
and replicators, systematically takes into account context,
and maximizes the informational value of failed replications.

Scientific progress is like doing a puzzle, not
building a wall
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Abstract: We contest the “building a wall” analogy of scientific progress.
We argue that this analogy unfairly privileges original research (which is
perceived as laying bricks and, therefore, constructive) over replication
research (which is perceived as testing and removing bricks and,
therefore, destructive). We propose an alternative analogy for scientific
progress: solving a jigsaw puzzle.

Many scientists, including the authors of the target article,
use the metaphor of “building a wall” for accumulating sci-
entific knowledge. In this analogy, correcting a false posi-
tive through replication is compared to removing a faulty
brick from the wall. This leads to the widespread view
that conducting replications only has the potential to elim-
inate knowledge and not to add to knowledge. Here we
contend that this view is not only misguided, but also det-
rimental to the field.

In their target article, Zwaan et al. note that a common
concern about direct replications is that they have little the-
oretical value (concern II, sect. 5.2). For example, accord-
ing to Stroebe and Strack (2014, p. 63), “one reason why
exact replications are not very interesting is that they con-
tribute little to scientific knowledge.” Their account por-
trays original research as a constructive process— the
laying of the bricks—and replication as a secondary
process —the testing of the bricks. Replication research,
which can only tear down weak parts of the wall (or
confirm that existing bricks are strong), is considered of
lower theoretical and scientific value than original research,
which can help build new parts of the wall.

There are some senses in which this analogy is quite apt.
For example, because conducting an original study requires
design, it often involves more work (and more creativity)
than does running a replication. The original study is also
generative in the sense that it posits the idea, whereas the
replication tests an existing idea. For these reasons, our
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field’s emphasis on original research doesn’t seem entirely
misplaced. One skill we should value among scientists is
the ability to come up with novel ideas, or with novel
ways of testing existing ideas.

There are other aspects of this analogy, however, that we
see as more problematic. First, it creates a false distinction
between original and replication studies, treating the first
study as a greater contribution to knowledge than those
that follow. Science does not care whether data come
from a replication or an original study. The order in
which these explorations take place is orthogonal to the
degree to which they advance our understanding.
Gelman (2016b) illustrates the problem with this way of
thinking using the “time-reversal heuristic” in which a
reader is asked to imagine that the replication study was
done first. This exercise is meant to show that the order
in which studies are conducted should be irrelevant to
our evaluation of their scientific value.

A further weakness of the “building a brick wall” analogy
is that equating an original study to a new brick suggests
that researchers are in the business of inventing psycholog-
ical phenomena. In reality, we are simply trying to under-
stand the psychological phenomena that already exist. If
we think of effects as existing in the world, prior to any par-
ticular scientific investigation of them, we realize that the
distinction between original research and replication
research is arbitrary from the point of view of quantifying
the evidence provided.

In addition to being inaccurate, it may also be harmful to
think of replication research as fundamentally different
from original research. When original studies are presented
as constructive and knowledge-producing (i.e., “laying the
bricks”), whereas replication studies are presented as a
mechanical, auditing activity (i.e., “testing the bricks”),
this reduces the perceived value of, and therefore incentive
to conduct, replication research (Crandall & Sherman
2016). This is problematic given that replication is one of
the defining features of a scientific field. Moreover, giving
privileged status to original research contributes to the per-
sistence of false-positive original findings in the literature,
in textbooks, and in the media. When the scientific evi-
dence produced by replication studies is perceived as dif-
ferent from (and often lesser than) the evidence
produced by original studies, false claims from original
studies become even harder to correct.

With these ideas in mind, we propose a new metaphor
for scientific progress. Rather than likening scientific pro-
gress to building a wall, we suggest the analogy of solving
a jigsaw puzzle. First, this highlights the fact that we are
not builders but discoverers; we are not creating phenom-
ena, but instead trying to reveal a pre-existing reality.
Second, it highlights the nonlinear nature of progress; real-
izing that a piece is in the wrong spot is just as valuable as
putting it in the right spot.

With this metaphor, it becomes apparent that original
research and replication research are not as different as we
might think. The order in which studies are carried out is
not important for their evidentiary value; what is important
is whether the result improves our understanding of reality
(i.e., whether the puzzle piece is in the right place). More-
over, the misguided ideas of “constructive” and “destructive”
research are avoided when thinking about solving a jigsaw
puzzle. Any new evidence that moves us closer to an accu-
rate solution is a constructive step in the process.

Commenmry/Zwaan et al.: Making replication mainstream
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Abstract: Replications can make theoretical contributions, but are
unlikely to do so if their findings are open to multiple interpretations
(especially violations of psychometric invariance). Thus, just as studies
demonstrating novel effects are often expected to empirically evaluate
competing explanations, replications should be held to similar standards.
Unfortunately, this is rarely done, thereby undermining the value of
replication research.

Zwaan et al. provided a useful summary of key issues in the
role of replication in psychological research. The article will
serve as a useful resource for scholars. However, their cov-
erage of some issues failed to address important qualifica-
tions to their conclusions. In the interest of brevity, we
highlight one such example.

The authors argue that direct replications should be
more prominent in the literature, in part, because they
have substantial theoretical value (see in particular
concern II, sect. 5.2). We agree that direct replications
can sometimes make valuable theoretical contributions.
However, such contributions only become likely to the
degree that replications are held to the same standards of
evidence as studies demonstrating novel effects. Unfortu-
nately, the present discussion (along with many others)
implicitly adopts a different standard of evidence than is
customary for studies of novel effects.

It is useful to consider the nature of psychological
hypotheses and the evidence typically required of studies
exploring those hypotheses. The hypotheses being tested
generally link two or more psychological or behavioral con-
structs. For example, “frustration leads to aggression” links
the psychological experience of frustration to the outcome
of aggression. When an original study claims support for
such a hypothesis, it is because a measure or manipulation
of frustration is empirically associated with a measure of
aggression. For any given study, though, reviewers or
editors might question the extent to which the chosen
manipulation or measure adequately reflects the construct
of interest or question the proposed mechanism linking the
constructs. Selective journals routinely require the
researcher to empirically evaluate the viability of compet-
ing explanations. That is, the demonstration of a novel
“effect” is considered to be of limited theoretical value if
it is open to multiple interpretations, particularly if one or
more of those interpretations is uninteresting or falls
outside the focal theory (such as demand artifacts,
placebo effects, confounds in a manipulation or measure,
or an alternative psychological mechanism). As a result,
the testing of a novel theory routinely requires a program-
matic approach involving multiple studies.

Unfortunately, results of direct replications are fre-
quently open to multiple interpretations, particularly
when they fail to produce the original effect, and many
potential explanations are uninteresting or fall outside the
replicator’s preferred explanation. For example, statistical
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problems (e.g., inadequate power or severe violations of
underlying statistical assumptions) or violations of psycho-
metric invariance (e.g., differences between studies in the
construct validity of a manipulation or measure) would
often be of little substantive interest (e.g., see Fabrigar &
Wegener 2016; Stroebe & Strack 2014). Replicators have
paid attention to statistical power but have often ignored
other alternative accounts of their effects (such as failures
of psychometric invariance [Fabrigar & Wegener 2016]).
Imagine that a researcher attempted to replicate a study
originally conducted in the early 1980s using a clip from
Three’s Company to produce positive mood. If a replication
study fails to show the effect because the positive mood
induction is no longer humorous to contemporary partici-
pants, this would not constitute a notable theoretical
advance (presuming the goal of the original research was
to understand mood effects rather than the psychology of
Three’s Company or 1980s American sitcoms).

Other explanations for failing to replicate might be the-
oretically interesting, such as differences in the characteris-
tics of the study participants or features of the experimental
context changing the nature of the relations between the
psychological constructs of interest. However, such insights
are possible only if the relevant participant differences or
contextual influences are identified. Likewise, concluding
that the original study was a false positive could be a valu-
able contribution. However, that statistical explanation is
convincing only after alternative explanations have been
evaluated and rejected (just as support for a novel theory
becomes convincing only after alternative plausible expla-
nations have been evaluated and rejected).

Zwaan et al. did acknowledge that changes in contexts or
participants might require changes in study materials even
when the goals of the research are of “direct replication.”
That acknowledgment takes a step toward the approach we
are advocating compared with some direct replication
efforts. However, neither the present article nor many
others place a strong emphasis on evaluating competing
explanations for a replication study’s findings. In failing to
do so, such articles suggest that replication studies advance
theory even when the implications of their findings are
highly ambiguous. To the contrary, we suggest that replica-
tion studies open to many alternative explanations are no
more theoretically valuable than an original study open to
many alternative explanations. Replication advocates often
seem to view alternatives to false-positive conclusions as if
they are “excuses” or “dodges” offered by the original
researchers. Excuses or dodges might sometimes be
offered, but psychometric invariance of manipulations and
measures, contextual moderators, and individual difference
moderators are not “dodges.” They are standard methodolog-
ical and theoretical considerations. They can often be speci-
fied in advance and evaluated before and after a replication
study has been undertaken. These considerations parallel
the kinds of considerations routine in evaluating alternative
explanations for original research results. Putting aside such
considerations in the case of replications only weakens their
empirical and theoretical utility.

In practice, researchers undertaking direct replications
have rarely attempted a systematic exploration of compet-
ing explanations for their findings. For example, the
Many Labs initiative conducts tests of previously demon-
strated effects, but does not follow up these tests with mul-
tistudy assessments of plausible explanations (e.g.,

Ebersole et al. 2016a). Instead, it has been left to the orig-
inal researchers to explain discrepant findings and provide
initial empirical evaluations of the alternatives (e.g., Lut-
trell et al. 2017; Petty & Cacioppo 2016). In some cases,
replication failures have stemmed from violations of psy-
chometric invariance comparing the replication with the
original research (Ebersole et al. 2017; Luttrell et al. 2017).

In summary, we do not have a problem with replication
being an important part of mainstream psychological
science, but benefits of that effort will be most likely to
the extent that replications are evaluated in ways that par-
allel evaluation of original research (i.e., holding each to
the same standards of evidence).

Data replication matters to an underpowered
study, but replicated hypothesis corroboration
counts
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Abstract: Before replication becomes mainstream, the potential for
generating  theoretical knowledge better be clear. Replicating
statistically significant nonrandom data shows that an original study
made a discovery; replicating a specified theoretical effect shows that an
original study corroborated a theory. Yet only in the latter case is
replication a necessary, sound, and worthwhile strategy.

Bakker et al. (2012) state the average replication probability
of empirical studies in psychology as 1—f error = 0.36.
Originating in Neyman-Pearson test theory (NPTT), the
1 — B-error is also known as test power. Prior to collection
of data, it estimates the probability that a replication
attempt duplicates an original study’s data signature.
Because 1 — S-error = 0.36 “predicts” the estimated actual
replication rate of 36% that Open Science Collaboration
(2015) report, we may cautiously interpret the rate as a con-
sequence of realizing NPTT empirically.

In seeming “fear” that a random process (H,) may have
generated our data (D), we (rightly) demand that D
feature alow a-error, p(D, Hy) < a = 0.05. We nevertheless
regularly allow such “low & data to feature a high average
B-error = 0.64 (Open Science Collaboration 2015). A simi-
larly high B-error value is unproblematic, of course, if we
use a composite Hy hypothesis. For it simply fails to
point-specify the effect size (postulated by the H,) that cal-
culating the S-error presupposes. So we cannot but ignore
the replication probability of data.

By contrast, point-specifying three parameters— the
a-error, the actual sample size (N), and the effect-size —
lets NPTT infer the -error. By the same logic, point-spec-
ifying the effect size, as well as the a- and S-error (e.g., a =
B<0.05) lets NPTT infer the minimum sample size suffic-
ing to register this effect as a statistically significantly non-
random data signature. Hence, NPTT generally serves to
plan well-powered studies.
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To an underpowered original study —one featuring 1 — -
error < 0.95, that is—successful data replication thus matters,
for this raises our confidence that the original study made a
discovery. A well-powered original study, however, already
features a = <0.05. Hence, if the replication attempt’s
error probabilities are at least as large (as is typical), then rep-
licating a well-powered study’s nonrandom data signature
restates, but it cannot raise our confidence that successful
data replication is highly probable. Except where we can
decrease the error probabilities, therefore, fallible knowledge
that replicating the data signature of a well-powered study is
highly probable does not require actual data replication.

What the target article’s authors call “direct replication”
thus amounts to a data replication. For rather than use a
theory to point-predict an effect, we use the actual N, the
actual o-error, and a stipulated B-error to induce the
effect size from data. A direct replication we must assess
by estimating its test power, itself calculable only if the
H, and H,; hypotheses are both point-specified. Here, the
H, invariably states a random data distribution. In case
the point effect the H; postulates is uncertain, we may
alternatively predict an interval H; hypothesis. (Its end-
points qualify as theoretical predictions, and the midpoint
as a theoretical assumption.) We consequently obtain test
power either as a point value or as an interval.

In both cases, calculating test power lets our methodo-
logical focus shift from the discovery to the justification
context (Witte & Zenker 2017b). In the former context,
we evaluate data given hypotheses by studying the
error rates of data given the H, and H, distributions,
and so compare p(D, Hy) with p(D, H;). In the latter
context, by contrast, we evaluate hypotheses given data
by studying the likelihood ratio (LR) L(H,|D)/L(H|D).
Because a fair test assigns equal priors, p(Ho)=p(Hy);
this makes the LR numerically identical to the Bayes
factor. Moreover, setting the hypothesis corroboration
threshold to (1 —B-error)/a-error makes it a Wald test
(Wald 1947). Desirably, as N increases, test results thus
asymptotically approach the percentages of false-positive
and false-negative errors.

Data replication then matters, but what counts is the rep-
licated corroboration of a theoretical hypothesis, as per
LRyi/m0 > (1 - B-error)/a-error.  This the target article’s
authors call “conceptual replication.” Compared with an H,
that merely postulates significantly nonrandom data, the
theory-based point-specified effect a conceptual replication
presupposes is more informative, of course. We can hence
do more than run mere twin experiments. Crucially, as one
accumulates the likelihoods obtained from individual experi-
ments, several conceptually replicated experiments together
may (ever more firmly) jointly corroborate, or falsify, a theo-
retical prediction (Wald 1947; Witte & Zenker 2016a; 2016b;
2017a; 2017b). (Psychology could only gain from accumulat-
ing such methodologically well-hardened facts; see Lakatos
[1978].) Provided we test a point effect fairly, then, concep-
tual replication is a genuine strategy to probabilistically
support, or undermine, a theoretical construct.

As to how psychological tests correspond to theoretical var-
iables, several different measures currently serve to validate
tests (Lord & Novick 1968). In fact, accepting one such
test as a measurement procedure for a dispositional variable
(e.g., personality, intelligence) lets this test dictate how we
estimate the focal variable practically. A comparable strategy
to validate experiments, by contrast, seems to be missing.

Response/Zwaan et al.: Making replication mainstream

Perhaps it is for this reason that disagreements regarding
an experiment’s quality often appear purely subjective.

From a theoretical viewpoint, however, test validation
strategies are equivalent to experiment validation strate-
gies, for “[the validity coefficient is the correlation of an
observed variable with some theoretical construct (latent
variable) of interest” (Lord & Novick 1968, p. 261, italics
added). Indeed, this identity is what warrants our interpret-
ing an experimental setting as the empirical realization of a
theoretical construct. We may consequently treat the dif-
ference, or correlation, between the individual measure-
ments in the experimental and control groups as an
experiment’s validity coefficient.

This difference/correlation is valid only if we can exclude
alternative explanations that cite various internal or external
influences. Compared with the significant workload that pre-
registration approaches require (Hagger et al. 2016), for
instance, validating an experiment is yet more effortful. For
we must establish that (1) participants can, and do, interpret
our experimental setting as intended; (2) they are motivated
to display the corresponding behavior; and (3) an independent
observer can adequately evaluate their reactions (Witte & Mel-
ville 1982). Indeed, an overly simplistic manipulation check is
“an obstacle toward cumulative science” (Fayant et al. 2017,
p. 125). Therefore, successfully replicating a point-specified
effect is sound only if each individual experiment is valid.

In sum, an experiment validation strategy that renders
worthwhile the efforts of constructing a valid experiment
should rest not on data alone, but also on how well we the-
oretically predict a focal phenomenon. Only if several labs
then achieve a replicated hypothesis corroboration (by
testing the LR fairly) could replication provide the gold
standard that a theoretically progressive version of empiri-
cal psychology requires.

Authors” Responses

Improving social and behavioral science by
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Abstract: The commentaries on our target article are insightful
and constructive. There were some critical notes, but many
commentaries agreed with, or even amplified our message. The
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first section of our response addresses comments pertaining to
specific parts of the target article. The second section provides a
response to the commentaries’ suggestions to make replication
mainstream. The final section contains concluding remarks.

Replication facilitates scientific progress but has never
occupied a central role in the social and behavioral sci-
ences. The goal of our target article was to change this sit-
uation. Science is not a collection of static empirical
findings that have passed some threshold for statistical sig-
nificance. Rather, it should rest on a set of procedures that
reliably produce specific results to help advance theories.
We presented direct replication as just one of many ways
that can improve research in the social and behavioral sci-
ences, along with, for instance, preregistration and
greater transparency.

We are encouraged by the many thoughtful and con-
structive commentaries on our target article. Taken as a
whole, we believe the commentaries affirm our position.
Several commentaries amplify and enhance what we said
in the target article. Other commentaries bring up new
topics that researchers should consider as they move
forward with their own replication attempts. Still others
sound a more critical note about the value of direct replica-
tion, at least as currently practiced. In the first section of
this response we discuss comments that pertain to specific
sections of the target article or that raise novel points that
we had not previously addressed. In the second section,
we highlight and respond to additional issues raised by
the commentators. In the final section we provide an inte-
grative overview of the target article, the commentaries,
and our response to them.

R1. Response to specific comments

In the target article we presented an overview of what
direct replication studies are, how they relate to other
forms of inquiry, and what terminology has been used to
describe these various investigations. We also presented a
series of six concerns that have been raised about the
value of replication studies and their implementation,
along with our response to each of these concerns. In this
section we follow the structure of the target article to
discuss how the commentaries further shape our thinking
about these specific concerns.

R1.1. Concern I: Context is too variable

One response to replication attempts (especially attempts
that fail to achieve the same result as the original) is to
posit that some unspecified contextual factor, a hidden mod-
erator, affected the results of the replication study such that
the original result was not replicated. This claim is then used
to argue that differences in results are difficult to interpret.
Taken to the extreme, this line of reasoning can be used by
critics to question the entire enterprise of direct replication.
Indeed, the hidden moderator argument is sometimes used
to suggest that for entire areas of research, contextual
factors are so influential and so difficult to predict that rep-
lication studies should not be expected to arrive at the same
results as the original study. In the target article, we
explained that the extreme form of this argument is antithet-
ical to mainstream beliefs about how scientific knowledge is
supposed to accumulate and how it is to be applied.

Essentially, it means that entire experimental lines of
research could be rendered immune from independent ver-
ification. However, as the commentaries note, when consid-
ered in relation to specific replication attempts, some
nuance is required when considering contextual factors.

One of the most consistent, and most important, themes
emerging from the commentaries regarding this issue is
that although concerns about context sensitivity are often
presented as an issue for replicators to consider, they can
also be addressed by researchers conducting original
studies. For instance, de Ruiter rightly points out that a
replication is a test of a scientific claim. If the scope of
this claim has not been specified, then the scientific com-
munity should take that claim to mean that the original
authors implicitly generalized across the unmentioned
details. Debates about context sensitivity as an explanation
of failed replication studies highlight that original research-
ers have an important responsibility for specifying the con-
ditions that are essential for the predictions from their
theory to hold. Howe & Perfors likewise propose that
authors specify the extent to which they expect their find-
ings to replicate. Simons, Shoda, & Lindsay (Simons
et al.) take this idea even further and propose that specify-
ing constraints on generality should be an essential compo-
nent of original articles. Such statements can eliminate
ambiguity in advance, thereby leading to a more cumulative
science. We wholeheartedly endorse the proposal of spec-
ifying constraints on generality and return in more detail to
this issue in our discussion of concern IV.

One virtue of statements specifying constraints on gener-
ality is that they provide authors with greater incentive (and
explicit guidance) to think carefully about contextual influ-
ences in the initial stages of an original study rather than
when interpreting failed replication attempts. Likewise,
when replications are routine, there are more incentives
to thoroughly document study procedures and identify
the kinds of expertise needed to conduct studies. Authors
may also wish to increase the rigor of their studies by adopt-
ing preregistration and within-lab direct replications. These
practices will increase their own confidence in the eviden-
tiary value of their original work. Collectively, these prac-
tices will help move research forward. They are among
the reasons motivating our target article. This spirit of opti-
mism is evident in the commentary by Spellman & Kah-
neman when they noted that replications efforts have
been useful in improving research practices and evidentiary
standards.

Some of the commentators appear to be unconvinced
that it will ever be possible to specify conditions that
allow for direct replications to occur. Petty, for instance,
notes that the use of the same operations does not guaran-
tee that a study counts as a replication, precisely because
the same operations may mean different things in different
contexts. This sentiment is echoed by Wegener and Fab-
rigar. We agree with these authors that (1) the appropri-
ateness of specific procedures in new samples or new
settings must certainly be evaluated when conducting rep-
lications and (2) evaluating these issues is necessary when
interpreting results from replication studies. Fortunately,
as noted by those commentators, the conceptual and statis-
tical tools needed to conduct such analyses are available.
The need to make sure that procedures of a direct replica-
tion study have validity does not invalidate the importance
of direct replication.
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Furthermore, it is telling that the two examples of prob-
lematic reliance on original operations that Petty and
Wegener & Fabrigar highlight are (1) not based on
actual failed replication attempts (as far as we can tell)
and (2) represent extreme and arguably implausible exam-
ples. For instance, Petty asks what would happen if stimuli
from the 1950s were used today, and Wegener and Fabri-
gar ask readers to imagine a film clip from a 1980s sitcom
being used to elicit humor almost 40 years later. Arguments
about the importance of these contextual factors are more
compelling when accompanied by evidence that a failed
replication resulted from inattention to contextual factors
that changed the meaning of the operations used in the
study. These kinds of general concerns are occasionally
raised when a replication study fails. However, these argu-
ments are more convincing when researchers propose tests
of those ideas in future work.

The extent to which context matters may indeed depend
on many factors, including the domain in which the
research is being conducted. Gantman, Gomila, Marti-
nez, Matias, Levy Paluck, Starck, Wu, & Yaffe
suggest that the problem of context sensitivity is especially
thorny in field research. If true, then specifying constraints
on generality is especially important in this type of research.
Importantly, this concern with context highlights an addi-
tional benefit of a greater emphasis on replication.

Gelman proposes to abandon the notion of direct repli-
cation and move to a meta-analytic approach, given that
direct replications, in his view, are impossible in psychol-
ogy. This might be too extreme of a perspective. We
already stated in the target article why it is important to
retain the notion of direct replication, along the lines pro-
posed by Nosek and Errington (2017). Moreover, specify-
ing constraints on generality will make it easier to
conduct direct replications. We do, however, agree with
Gelman’s observation that meta-analytic approaches are
important for advancing research and theory and see our
proposal as fully congruent with this idea.

R1.2. Concern II: Direct replications have limited
theoretical value

Several commentators (Alexander & Moors; Little &
Smith; Carsel, Demos, & Motyl [Carsel et al.]; Witte
& Zenker) argue that the focus on replication ignores a
more serious underlying problem, namely, the poor status
of theorizing in the field. Carsel et al., for instance,
suggest that stronger theories will make replications more
feasible and more informative because such theories gener-
ate more testable hypotheses. They note that statistical
hypotheses are never really true in the strictest sense and
that for such hypotheses to be of any use we must ensure
that they map as closely as possible to our substantive (qual-
itative) hypotheses; we are reminded of Box’s (1979)
famous quote: “All models are wrong, but some are
useful.” We agree with these commentators’ general senti-
ment and reiterate our belief that a theory can be tested
only when it is clearly and unambiguously specified (see
also Etz et al., in press). The greater the specificity of a pre-
diction, the more informative is the research. This idea
applies to both original and replication studies.

Direct replication has an important role to play with
respect to the development of stronger theories. It is key,
as the epigraph to the target article indicates, to have a

Response/Zwaan et al.: Making replication mainstream

procedure that reliably produces an effect and not to just
have a single experiment with p<.05. Direct replication is
the way to determine whether the procedure is reliable.
The next step is then to examine, in a theory-driven system-
atic way, the limits of that effect in increasingly more strin-
gent tests. This, as Gernsbacher notes, has already been
the common practice in some areas of psychology for
years (see also Bonett 2012). The proposal to have
researchers state constraints of generality of their findings
(Simons et al.) is a step in this direction. Having to state
constraints on generality are beneficial will force research-
ers to make their theories more explicit by making distinc-
tions between factors that are thought to be essential for
the effect to occur and those that are incidental.

An interesting and novel refinement of replication
research that builds directly on the notion of constraints
on generality is the meta-study (Baribault et al. 2018).
Researchers distinguish between factors that are deemed
essential for the effect, for instance, whether the meaning
of a color word matches the color in which it is presented
in a Stroop experiment and factors that might be modera-
tors of the effect, for instance, the use of words that are
not color words but are strongly associated with a color
(e.g., blood and grass), the font in which the words are pre-
sented, the number of letters that are colored, or the geo-
graphical location of the lab in which the experiment is
carried out. These latter factors are randomized in a
series of micro-experiments, each of them being a potential
moderator of the effect. In other words, a meta-study is an
attempt to sample from the set of possible experiments on a
given topic. A series of meta-studies allows for a stronger
test of a theory than a single experiment (original or repli-
cation) in that it assesses the robustness of an effect across
various subtly different incarnations of the experiment (see
also the commentary by Witte & Zenker). Accordingly, a
meta-study can provide empirical support for a statement
of constraints on generality and allows for further theoret-
ical specification. Moreover, when a moderator appears,
being able to account for it enhances the explanatory
power of the theory, thus resulting in a progressive research
program (Lakatos 1970). We agree with Alexander &
Moors and Little & Smith that new avenues for more
ambitious testing of theories should be explored; meta-
studies are one such approach.

R1.3. Concern llI: Direct replications are not feasible in
some domains

We addressed this concern in the target article and several
commentators expanded on that theme. Kuehberger &
Schulte-Mecklenbeck point out that the fact that direct
replications are more feasible in some domains than in
others creates a selection bias: Studies that are easy to
reproduce are more likely to become the target of replica-
tion efforts than studies that are difficult or expensive to
reproduce. Similarly, Giner-Sorolla, Amodio, & van
Kleef (Giner-Sorolla et al.) point out that if the reasons
for selecting specific studies are not made explicit, then
studies that are most frequently targeted for replication
attempts may be those for which there is the most doubt.
Whether or not this is a problem, however, depends on
the goals of the replication attempt.

It is important to distinguish between two distinct per-
spectives related to this concern. The first is the perspective
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of the meta-scientist, who may want to estimate the replica-
bility of a paradigm, domain, research area, or even an
entire field. We agree that to accomplish such a goal,
having a sound sampling plan is critical. If only the
weakest studies or those that are easiest to reproduce are
selected for replication, then surely estimates regarding
the strength of an entire field or domain of study would
not be accurate. We also agree that this sampling issue
has not been given sufficient attention in the literature;
the suggestions in these commentaries provide an impor-
tant step in this direction.

The second perspective is that of the researcher in the
field who is interested in the robustness of a specific
research finding. For this researcher, there are myriad
potential reasons why a specific study is selected. Also
this is perfectly acceptable. Indeed, even explicit doubt
about the veracity of the original finding can be a valid
reason for conducting a replication study. Blanket sugges-
tions about which studies can or should be chosen for rep-
lication limit the freedom of researchers to follow
theoretical and empirical leads that they believe will be
most interesting and fruitful. These suggestions place con-
straints on replicators that are not placed on original
researchers. A single investigator may be interested in the
replicability and robustness of a single minor finding; and
just as the original investigator was free to produce that
minor finding, someone wishing to replicate that result
should be free to do so without others raising concerns
about how the study was selected.

In short, we are unsympathetic to suggestions for the
need to more tightly regulate replications versus other
kinds of research. Movements in this direction are
antithetical to making replication mainstream. Neverthe-
less, a number of tools are available to help replicators
approach their task in a more rigorous fashion. Many of
these tools are useful to scientists who simply want to
evaluate the existing literature without conducting a
direct replication. For instance, we endorse the suggestion
by Nuijten, Bakker, Maassen, & Wicherts (Nuijten
et al.), who suggest that those who wish to replicate a
specific finding first check to make sure that the results of
the original studies can actually be reproduced with the
original data to ensure that these original results themselves
can be verified. Our hope is that these issues will become
less relevant when replication is more common and original
studies are pushed by the field to have more evidentiary
value.

We acknowledge (as we did in the target article) that
there are some domains and some types of studies for
which widespread replication will be difficult. In those
domains, however, it will be especially important to incor-
porate additional safeguards that accomplish some of the
same goals that direct replication is designed to accomplish.
Many of the commentaries provided novel suggestions that
may help in this respect. MacCoun, for instance, echoed
the idea that direct replications are not always affordable
or feasible and, for some phenomena, may even be impos-
sible. In such situations, he argues, methods of blinded data
analysis can help minimize p-hacking and confirmation
bias, increasing our confidence in a study’s results. We
agree and note that, in fact, Spellman & Kahneman
express the view that such strengthening of original
studies is already happening.

R1.4. Concern IV: Replications are a distraction

Researchers who have raised reservations about direct rep-
lications often question their theoretical value and practical
feasibility. A specific incarnation of this view is that direct
replications are largely wasted efforts given the limited
resources available to researchers in terms of time and
energy. In response to this perception, several commenta-
tors provided suggestions for ways that replicators could
increase the value of replication efforts. However, some
of the more critical commentaries on our paper place
what we see as puzzling demands on replicators.

Notably, Strack & Stroebe suggest that the onus of
explaining why an effect was not replicated should be
shouldered by the researchers performing the replication.
In the target article, we called this an attempt to “irratio-
nally privilege the chronological order of studies over the
objective characteristics of those studies when evaluating
claims about quality and scientific rigor” (sect. 5.1.1, para. 3).
In their commentaries, Gelman and Ioannidis refer to
this privileging of the original result as a “fallacy” and an
“anomaly,” respectively. The requirement for replicators
to explain why they did not duplicate the effect poses
several practical problems. Foremost, original findings
can be flukes. In such cases, it is difficult to provide any
sort of explanation for the failed attempt beyond noting
that it is possible that a random process generated a
p<.05 result in a single original study. Indeed, neither rep-
licator nor original author can be certain when random pro-
cesses are responsible for findings. Less extreme but no less
thorny situations occur when replicators (and likely original
authors themselves) are unaware of the myriad contextual
factors that might have coalesced to produce an original
effect. Thus, we are not in favor of placing so much onus
on replicators relative to original authors. We believe that
replicators (just like original authors) should simply
provide their interpretations of results and findings in
their own papers in the way they believe is faithful to the
data and the literature. The research community can then
decide whether particular interpretations are reasonable
and empirically supported. Furthermore, pushing replica-
tors to come up with strong statements explaining why
they failed to replicate a result may increase concerns
about the reputational consequences of replications. Some-
times the best response when reporting a failed replication
is simply to get the finding into the literature, to provide a
constraints on generality statement, and to issue necessary
caveats about the need for additional research.

Indeed, we prefer to adopt a multipronged approach to
evaluating replications, which would ideally culminate with
multiple replications of specific findings that are combined
in a meta-analysis. This seems to contrast with the scenario
outlined by Strack & Stroebe, who describe what appears
to be a case where there is one successful study and one
failed direct replication. Without knowing more about the
relative merits of the two studies in question, it is impossi-
ble to provide sound advice about how replicators should
interpret the results and, thus, what they should or
should not do in a discussion section. For instance, when
the original study employed a between-subjects design
with a sample size of 40 participants and the replication
was a seemingly faithful recreation of the design but with
a sample size of 400 participants, the weight of the evidence
might lean in favor of the results of the replication. If both
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studies had modest sample sizes, the interpretation might
need to be quite constrained. If, in contrast, the original
had a sample size of 400 and the replication had a sample
size of 40, there might be a strong need for the replication
authors to compare effect size estimates and contemplate
the power of their replication study before drawing
strong conclusions! We think it is unwise to tie the hands
of replicators by placing blanket requirements about how
they interpret their results.

What we would consider fluke findings are sometimes
part of the existing literature. Consider the results of
several Registered Replication Reports, which show that
a large effect size from an initial small-sample, between-
subjects design can be reduced to near zero in large-
scale, multi-lab replication attempts (e.g., Eerland et al.
2016; Hagger et al. 2016; Wagenmakers et al. 2016a). It
is also possible to test whether there is heterogeneity in
effect size estimates to try to find evidence in support of
the existence of moderators. In cases where the effect
size estimate is indistinguishable from zero and there are
few indications of heterogeneity, the simplest explanation
is that the original finding was a false positive or a grave
overestimate (Gelman’s type M error). We furthermore
like to underscore the relevance of Gelman’s time-reversal
heuristic here. Suppose the registered replication report
had been conducted first and then the original study
came second. What weight would we then assign to the
original study? Very little, we surmise. Indeed, this is a
subtext of the commentary by Ioannidis.

Strack & Stroebe are right to note that theories are for-
mulated on a level that transcends the concrete evidence
and that their validity does not rest on the outcome of
one specific experimental paradigm. This mirrors our
view (as we already outlined above); we hope nothing in
our target article suggests otherwise. Direct replications
provide a specific kind of information about the ability of
a set of procedures to reliably produce the same results
upon repetition. The process of evaluating the evidence
for or against theoretical propositions involves a complex
judgment involving multiple strands of evidence. Further,
we also believe that null results are useful for the evaluation
of a theory. That is, when explanations can be formulated
for the absence of an effect and empirical support for
them can be obtained, then the theory would actually be
strengthened. This is akin to the process for evaluating
the discriminant validity of measures in psychometric
work. Theory specifies there should be no relation
between two constructs and evidence is then gathered to
test such a prediction.

Other commentators pushed the field to consider addi-
tional important elements besides direct replication. In
many ways, we have no issues with these lines of thought.
It was not our intent to say that direct replication is the
one and only thing that will improve psychological
science. Heit & Rotello seem to agree with us that
direct replication is valuable, but argue that it should not
be elevated more than, and thus shift attention away
from, other worthwhile research practices, including con-
ceptual replication and checking statistical assumptions.
They also point out that replicating studies without check-
ing the statistical assumptions can lead to increased confi-
dence in incorrect conclusions, and that successful
replications should not be elevated more than failed repli-
cations, given that both are informative. Indeed, our goal
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was simply to emphasize the benefits of, and call for
increased attention to, what is an underused practice:
direct replications. It is perhaps not surprising that we
also agree that direct replications should be performed in
a sensible manner. Indeed, replicating studies without
checking statistical assumptions is unwise. Also we obvi-
ously agree that successful replications should not be ele-
vated over failed replications (or vice versa).

Witte & Zenker raise the interesting issue of when rep-
lication is a necessary and worthwhile endeavor. They argue
that replication efforts should be limited to specified theo-
retical effects. A successful replication would then show
that an original study corroborated a theory. This is a rea-
sonable point but we return to our earlier concern-we do
not want to limit the freedom of replicators to study the
effects of their own choosing. We also agree with their
observation that several conceptually replicated experi-
ments together may (ever more firmly) jointly corroborate,
or falsify, a theoretical prediction.

R1.5. Concern V: Replications affect reputations

The fifth concern addressed in the target article focused
not on the accumulation of scientific knowledge per se,
but on the extra-scientific concerns about the people
involved. Specifically, many have worried publicly about
the reputational impact of replication studies, both for
those whose works are targeted and for those who
conduct the replications themselves. Pennycook agrees
that scientists should separate their identities from the
data they produce. More importantly, he points out that
although people often fear that their work will fail to repli-
cate, reputational consequences are often based more on
whether the original authors approach such results with
an open, scientific mindset than on whether the replication
attempt affirmed or contradicted the original work. Penny-
cook rightly remarks that the same is true for the reputation
of the replicators, and we agree that dispassionate, descrip-
tive approaches to reporting replication results will make
this research less fraught. We very much appreciate Penny-
cook’s suggestions regarding ways that social and behavioral
sciences can move toward this goal.

Along a similar line of thinking, Tullett & Vazire
provide an idealistic new metaphor for scientific progress
that challenges the idea that replications contribute to the
literature only when they “tear down” bricks in an existing
wall of scientific knowledge. They prefer an alternative
metaphor where different participants in any scientific
endeavor should be thought of as jointly solving a jigsaw
puzzle. This metaphor captures the idea that the goal of
scientific research is to wuncover some underlying
phenomenon and that both novel and replication studies
provide critical information for achieving that goal.
A welcome feature of the puzzle metaphor is that it puts
replicators and original researchers on equal footing as
two kinds of agents trying to solve a common problem.
The brick analogy sets up a somewhat adversarial or
regulatory dynamic in which original researchers are
builders and replicators are those who further test the
bricks for soundness. Reputational concerns are likely to
be less relevant in the former conceptualization. It is also
important to underscore that making replication
mainstream means that original researcher and replicator
are roles in the scientific enterprise that will normally be
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played by the same individual at different times and in dif-
ferent contexts. This captures what we mean by making
replication mainstream.

Ultimately, the conceptual separation of data and
researchers will be an important part of making replication
mainstream. In fact, we can expect this process to be recip-
rocal. To the extent that replication becomes more main-
stream, reputation will become more separated from
data, which will make replication more mainstream, and
so on. This cycle would seem to pay dividends for scientists
and science as a whole.

One commentary brought up a reputational concern that
we did not consider in the target article, but that is none-
theless interesting and important: replications might have
reputational consequences for science itself. Scientific
results must, of course, ultimately be conveyed to the
public. This creates special challenges as popular coverage
of science sometimes invites and perhaps even demands
more certainty and clarity than is warranted by the existing
evidence. Bialek is concerned that false negatives may
inspire lower confidence in science, which would undercut
the effort to make replication mainstream. He does not
advocate that scientists should stop replicating studies
simply because they will look bad in the eyes of the
public. Rather, he argues for a concerted effort to commu-
nicate the acceptability of uncertainty associated with sci-
entific findings to the public (and to our peers too). We
agree with this view but hasten to add that we suspect
that a great deal of the responsibility lies with the original
researchers. A quote from de Ruiter’s commentary
nicely expresses this sentiment: “Finding general effects
in psychology is very difficult, and it would be a good first
step to address our replication crisis if we stopped pretend-
ing it is not” (last para.). There are many examples in which
researchers broadcast their findings (often based on a single
experiment with p barely<.05), trumping up their relevance
to a variety of domains, only to resort to complaints about
context being too variable after a failed replication. As we
noted earlier, researchers should be realistic about the gen-
eralizability of their findings.

One additional virtue of making replication mainstream
is that science will ideally produce more findings relevant
to the kinds of claims covered in the popular media. Jour-
nalists may not have to wait too long to see if seemingly
newsworthy findings are credible by virtue of having a
track record of replicability. We see this increased knowl-
edge base as an important practical consequence of the
ideas we advocated in our target article.

A flipside to our argument is that research findings
conveyed to the public but not backed by a solid evidentiary
base risk generating grave reputational consequences.
For instance, members of the public may become
disillusioned when they implement the findings described
in the popular media to change their behaviors and find
that their efforts prove unsuccessful. This could prove
catastrophic as these are the people who support science
by funding governmental investments in research and the
existence of many universities. Thus, we believe that
researchers have strong incentives to make sure the
public is provided with scientific claims that have a strong
evidentiary base. As we have argued, direct replication is
a component in making sure that the evidence base for
claims is strong.

R1.6. Concern VI: There is no standard method to
evaluate replication results

A concern about replications, noted in the target article, is
that researchers are faced with myriad ways to statistically
evaluate original and replication studies. Several commen-
tators pick up on this theme and on related concerns about
effect sizes and the kinds of errors that characterize
research. For instance, Gelman, as well as Tackett &
McShane, suggests that no real “null” effects are being
studied in psychology, and thus, the concepts of false pos-
itives and false negatives are not very useful and should be
abandoned. They suggest that we begin with an assumption
that all effects we study are nonzero to some extent and rec-
ommend transitioning toward using multilevel models that
allow us to characterize the variability of effects between
studies in a rich fashion. Their preference to essentially
abandon null hypothesis testing reflects a long-standing
issue in the field as hypothesis testing has always been a
contested issue among statisticians and methodologists.
The fact remains, however, that many well-informed
users of statistics still consider a hypothesis test (and
ideas of false positives and false negatives) relevant to
answering their scientific question in many cases. Thus,
again we are reluctant to be too directive about the kinds
of statistical tools researchers use. There might be cases
where hypothesis testing is useful.

We agree with those commentators who push the value
of thinking beyond type I and II errors to have researchers
consider estimation errors of the sort Gelman has pro-
posed. There are many ways to get things wrong in scien-
tific research! Type M errors occur when researchers
overestimate or underestimate the magnitude of an
effect, and type S errors occur when researchers get the
sign of the effect wrong. This kind of error could be partic-
ularly problematic when dealing with interventions as the
sign may indicate iatrogenic effects. As we hope was clear
in both the target article and this response, we see replica-
tion studies as providing additional information that can
help reduce errors of all sorts. Thus, to the extent that we
used terms like false positives in the original target
article, critics who prefer the type M and S framework
can think of a false positive as occurring when researchers
are dealing with effects that are tiny in comparison to the
original estimate or when there is type S error of any mag-
nitude. If this mindset is adopted, we believe the vast
majority of our arguments and perspectives hold.

Tackett & McShane chastise us for suggesting “three
ways of statistically evaluating a replication, all of which
are based on the null hypothesis significance testing
(NHST) paradigm and the dichotomous p-value thresh-
olds” that are “a form of statistical alchemy that falsely
promise to transmute randomness into certainty” (para.
7). We worry this is a misreading of our target article. We
assume these comments are in reference to our summary
of three of the methods used to evaluate the results of
the Reproducibility Project: Psychology (Open Science
Collaboration 2015). However, we were merely describing
the various methods that the authors of that study had used
to evaluate replication success, and elsewhere in our article,
we (briefly) discuss additional approaches that could be
used. Tackett & McShane are right in noting limitations
in some of the existing methods for evaluating replications
and we are glad that they brought attention to those issues.

Downloaded from hﬁ%://www.%%ﬁ@%eﬁ%ﬁﬁ%a%%@oﬁ‘ 12@11;8:)01 8 at 17:27:57, subject to the Cambridge Core terms of use, available at https://www.cambridge.org/core/terms.
https://doi.org/10.1017/50140525X17001972


https://doi.org/10.1017/S0140525X17001972
https://www.cambridge.org/core
https://www.cambridge.org/core/terms

We reduced our critical coverage of those issues in the
target article in the interest of space. We are inclined
toward the two approaches we discuss in detail (the small
telescopes approach and the replication Bayes factor
approach), but we agree that other approaches such as a
meta-analytical (multilevel) approach can be useful, as
well. We did not want to have our case for making replica-
tion mainstream bogged down by statistical arcana or the
“framework wars” that sometimes derail debates over fre-
quentist versus Bayesian methods.

Holcombe & Gershman reiterate that the result of an
experiment depends on the status of not only the primary
research hypotheses being investigated, but also the other
auxiliary hypotheses (i.e., moderators). As such, their pro-
posal is also relevant to concern I: Context is too variable.
A failure to replicate a past finding can be a result of
either the falsity of the primary research hypothesis or
the failure to satisfy the conditions specified by auxiliary
hypotheses. It would appear that a replication failure can
provide evidence against only the conjunction of the
research hypothesis and relevant auxiliary hypotheses—an
instance of the Duhem-Quine problem. Without a way to
distinguish between the primary and auxiliary hypotheses
when interpreting a replication result, researchers are left
wondering about the status of the theory. Holcombe &
Gershman suggest a reformulation of Bayes™ theorem
derived by Strevens (2001, p. 525) can solve this
problem. Call H the truth status of the primary hypothesis,
A the truth status of an auxiliary hypothesis, and HA the
conjunction of H and A. Strevens showed that the posterior
belief in H given the falsification of HA can be determined
entirely by (1) our prior belief in H and (2) our prior belief
in A given H. Based on this result, Holcombe & Gershman
recommend implementing “pilot programs to induce scien-
tists to set out their beliefs before the data of a replication
study are collected,” allowing Strevens’s result to be used
and the belief in the theory updated.

It is fruitful to consider how our beliefs in our theories
can be disentangled from our beliefs in auxiliary hypotheses
in a quantitative way. However, we must admit to being
surprised by how apparently simple the result summarized
by Holcombe & Gershman is. We only need to specify
prior probabilities, and need not consider such things as
our model for the data-generating process? Consulting
Strevens (2001), the precise result referred to by Hol-
combe & Gershman (clarified to us via personal communi-
cation) is

B 1—P(A|H)
PUH| =(HA)) = PUH) X 35 s

Our (brief) impression based on the derivation by Strevens
is that the above result can be used to evaluate replication
success only when the following two conditions are met.
First, it is possible for the data from the replication exper-
iment to provide strict falsification of HA. If this condition
is not met, the expression above becomes dependent on
more than the two prior probabilities. Second, there
exists either a single auxiliary hypothesis or a small
number of independent auxiliary hypotheses that capture
the differences between original and replication study. If
this condition is not met we again see the above result
become dependent on more than the relevant prior proba-
bilities. We suspect that neither of these conditions is
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usually met in the context of psychological research.
Hypotheses in psychology tend to make only probabilistic
predictions, meaning strict falsification of the conjunction
HA is usually not possible. Moreover, we doubt that differ-
ences between studies can be fully captured by a small
number of independent auxiliary hypotheses.

R2. Additional suggestions for making replication
mainstream

Although we anticipated that some of the commentaries
might present dissenting views about the value of direct
replication or the specific suggestions we made for resolv-
ing controversies about these issues, we were especially
gratified to see that many commentators went beyond
our suggestions to provide novel ways to make replication
more mainstream. Srivastava, for example, points out
that replication research promotes dissemination of infor-
mation needed for other aspects of verification. Making
replication more normative creates the expectation that
others will need to know the details of original research,
including previously opaque details about specific mea-
sures, procedures, or underlying data from original
research. Thus, making replication mainstream promotes
meta-scientific knowledge about what results to treat as
credible even if a specific study never happens to be repli-
cated. More broadly, endorsing replication as a method for
ensuring the credibility of research reinforces the idea that
scientists ought to be checking each other’s work. Lilien-
feld argues that direct replication is not only feasible but,
in fact, also necessary for two domains of clinical psycholog-
ical science: the evaluation of psychotherapy outcome and
the construct validity of psychological measures. We
agree, and we hope that replication attempts become
more commonplace in these areas.

Howe & Perfors propose to make it standard practice
for journals to pre-commit to publishing adequately
powered, technically competent direct replications (at
least in online form) for any article they publish and link
to it from the original article. This is a practice that journals
could readily implement. It is known colloquially as the
Pottery Barn Rule following Srivastava (2012) and is close
to the editorial policy adopted at the Journal of Research
in Personality when Richard Lucas was the Editor-In-
Chief (Lucas & Donnellan 2013). Our one caveat is that
we are not convinced replications should only be relegated
to online archives. IJzerman, Grahe, & Brandt (IJzer-
man et al.) and also Gernsbacher point to an initiative
to make replication habitual by integrating replication
with undergraduate education. Given that several of us
are already using this practice, we support this initiative.
Similar to the proposal by IJzerman et al., but targeted at
a stage somewhat later in the educational process is
Kochari & Ostarek’s proposal to introduce a replication-
first rule for Ph.D. projects. We think this is an interesting
proposal that specific graduate programs consider for
themselves. We suspect including replication studies
could actually improve the quality of the dissertations
themselves, while also becoming a valuable element of
graduate training. Gorgolewski, Nichols, Kennedy,
Poline, & Poldrack suggest making replication main-
stream by making it prestigious, for instance, by giving
awards and note that such an approach has already been
implemented by the Organization for Human Brain
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Mapping. Although we are not sure which of these propos-
als will be seen as most feasible and effective, we were
impressed with the diverse suggestions that the comment-
ers provided in this regard and look forward to seeing them
implemented in some form.

Other commentaries focus on how the use of direct rep-
lication was synergistic with other proposed reforms in the
ongoing discussions about methodological improvements
in the field. Litle & Smith favor the use of small-N
designs. We think there is much to like about such an
approach, but we also worry that such designs are not fea-
sible in many areas of psychology. Thus, to the extent that
such designs are appropriate for a given research question,
they should be encouraged. Paolacci & Chandler advo-
cate the use of open samples (e.g., those recruited from
platforms such as Mechanical Turk), and they discuss
how to use them in a methodologically sound way. These
authors rightly note that although open samples provide
greater opportunity for close replication (as more
researchers have access to the same population), they
also pose unique challenges for replication research. Orig-
inal researchers and replicators alike would benefit from
considering the issues that Paolacci & Chandler raise in
this regard. Tierney, Schweinsberg, & Uhlmann
(Tierney et al.) and also Gernsbacher suggest an
approach to which we are particularly sympathetic (and,
indeed, a description of which we had to cut out of an
earlier version of the manuscript; Zwaan 2017) called con-
current replication. This practice involves the widespread
replication of research findings in independent laborato-
ries prior to publication or in a reciprocal fashion. As
Tierney et al. argue, this addresses three key concerns dis-
cussed in the target article: it explicitly takes context into
account, reduces reputational costs for original authors
and replicators, and increases the theoretical value of
failed replications. Spellman & Kahneman question
whether replications will need to continue in the way
they have recently been conducted. Specifically, they
argue that large-scale, multi-lab replications that assess
the robustness of one or two critical findings may die out
as replication becomes more integrated into the research
process. This may indeed be a consequence of making rep-
lication mainstream. Spellman & Kahneman present
several proposals about how various research labs could
collaborate to simultaneously investigate new phenomena
and conduct direct replications of the results that are
found. These are well worth considering, and journal
editors may wish to commission special issues to incentiv-
ize tests of their proposals.

As many commentators note, improving research prac-
tices more broadly would also facilitate embedding repli-
cation in the mainstream of research. Improvements can
be targeted at different stages of the research process.
For instance, Schimmack notes that the current practice
of basing publication decisions on whether the main
results are significant or not is problematic, as this pro-
vides a built-in guarantee that most replication results
will yield smaller effect sizes than original studies. In
turn, this means that replication studies will inevitably
be perceived as a challenge to the original effect. Publica-
tion bias also renders meta-analyses problematic, which is
an issue that the field needs to address. Tools such as reg-
istered reports can help reduce publication bias. Many
commentators furthermore note that reporting standards

for original research should be improved because they
are currently not sufficiently stringent (Giner-Sorolla
et al. and Simons et al.). With reporting standards as
they are, it is important to verify the original results
before launching a replication effort (Nuijten et al.).
With respect to the evaluation of replications, Giner-
Sorolla et al. state that methodologically inconclusive rep-
lications ought not to be counted as non-replications. We
concur. With respect to the dissemination of replications,
Egloff suggests that debates surrounding the larger
reform movement in psychology, in contrast to what
often occurs right now, should choose mainstream
outlets for their work (rather than, e.g., blogs and social
media). We agree that this would help make replication
more mainstream, and researchers should definitely be
encouraged to send their contributions to this important
debate to conventional outlets in addition to their blogs.
If the debate surrounding the reform efforts features
more prominently in mainstream outlets then replications
themselves may eventually be seen as being worthy of
publication there, as well. Unfortunately, some high-
profile journals routinely reject replication studies for
lack of novelty; and thus, an important component of
this approach will be to lobby editors, publication
boards, and societies to allow for such contributions to
be published. One might worry that allowing replication
studies into top journals that had previously been known
for novel research findings will dilute the pages of those
journals with a flood of studies that simply seek to verify
those results. Future meta-scientific research can track
the number of replication studies that are actually submit-
ted and published at journals that allow them, while also
tracking the effects on the credibility and replicability of
the results that are published at those journals.

R3. Conclusion: There should be no special rules
for replication studies

The title of our target article, “Making replication main-
stream,” was chosen to reflect our beliefs about the role
that direct replications should play in science. Although
we advocate direct replications, we acknowledge that repli-
cations are (1) only one tool among many to improve
science, (2) not necessarily the most important reform
that scientists who are concerned about methodological
reform should adopt, or (3) even a practice that all scientists
must necessarily prioritize in their own research efforts.
Instead, we argued that direct replication should become
a more normal, more mainstream part of the scientific
process. An important part of our goal of making replica-
tion mainstream is to ensure that replication studies are
not held to different standards than other forms of
research.

A number of the commentaries could be interpreted as
proposing special rules for conducting and evaluating the
results of replication studies. In our target paper we dis-
cussed a broad range of statistical tests that could be used
to evaluate replication results, but some commentators
suggest that replication research needs to go even further
in the number of tests conducted and the sophistication
of those tests. Although we are of course in favor of recon-
sidering the appropriateness of any default analytic
approaches, we believe that this goal in no way applies
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specifically to replication studies. In fact, one of the things
replication efforts have shown is that analytic approaches
and reporting standards may need to be improved across
the board. Several commentaries seem to be aligned with
this view (e.g., Giner-Sorolla et al.; Nuijten et al.;
Schimmack, Spellman & Kahneman; and Simons
et al.)

Commentators such as Wegener & Fabrigar suggested
that replication research should adhere to the standards
that hold for original research, standards that include rigor-
ous pretesting and the inclusions of supplemental tests to
ensure that the manipulations and measures worked as
intended. They suggest that replications rarely meet these
standards. However, they provide no evidence that replica-
tion studies routinely fail to meet these standards or, more
importantly, that original research itself is actually held to
the high standard that they describe for replications.
Indeed, our experience is that the practice of conducting
replication attempts frequently reveals methodological
problems in the original studies that would have gone
unnoticed without the attention to detail that conducting
direct replications requires (e.g., Donnellan et al. 2015).
It would be informative to conduct a meta-scientific study
in which original and replication studies were scored for
dimensions of rigor of the sort identified by Wegener and
Fabriagar.

As consumers of research, we, of course, start with our
subjective impressions regarding the typical quality of orig-
inal and replication research; and our personal impression
(which is also not informed by systematic data) is that rep-
lication studies are already more likely to include these fea-
tures than the typical original study. After all, these studies
have the advantage of relying on existing protocols, and
thus, replication researchers have far less flexibility when
it comes to data analysis as the original study provides
numerous constraints. Many replications have far larger
samples sizes and generate effect size estimates that are
seemingly more plausible than original studies. When orig-
inal studies find significant results, the fact that the study
did not include critical methodological features that
would have been useful to explain a nonsignificant result
is noticed by few. Concerns about the magnitude of the
effect size estimate are more often raised when the esti-
mate is tiny (as is often the case with null results from rep-
lication studies) than when it is large (as is often the case
with primary studies based on modest sample sizes). Con-
siderable attention is devoted to explaining away small
effect size estimates by appeal to hidden moderators,
whereas less attention is paid to explaining why a large
effect is plausible given the outcome variable in question
or strength of the experimental manipulation. Regardless
of who is right about the prevalence of the features of
high-quality research, we agree that they are desirable
and as a field we should push for their inclusion in all
research, replication or otherwise. We worry, however,
that their absence is often used, in an ad hoc fashion, as a
way to dismiss failed replications of original studies that
used the exact same methodology. In extreme cases,
critics may even ignore the strengths of the replication
studies when attempting to privilege the original result.

Ioannidis, identifying some of the features we have
identified, pushes this argument further than even we do
and suggests that replications often have more utility than
original studies because biases are more common in
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original research. Many commentators provided special
rules for how to identify studies that should be replicated.
For example, Witte & Zenker stress that it is important
to evaluate the potential for generating theoretical knowl-
edge before launching a replication project. Several com-
mentaries address this concern by providing concrete
solutions. Hardwicke, Tessler, Peloquin, & Frank and
Coles, Tiokhin, Scheel, Isager, & Lakens both
propose translating the question of which replication to
run into a formal decision-making process, whereby repli-
cations would be deemed worthy to run or not based on
the utility we expect to gain from them. Their suggestions
essentially amount to considering the costs and benefits
of running a particular replication and evaluating the sub-
jective probability we assign the underlying theory, heark-
ening back to the quintessentially Bayesian ideas
previously put forward by the likes of Wald, Lindley,
Savage, and others. Their suggestions can aid individual
researchers and groups when they go about deciding how
to allocate their own time and effort.

These are all interesting and potentially useful perspec-
tives to take moving forward. At the same time, we do
not think that special rules for selecting replication
studies are needed, or even desirable. Certainly original
research studies vary in the contribution they make to
science, yet few propose formal mechanisms for deciding
which new original studies should be conducted. Much
original research builds on, or is even critical of, prior
theory and research (as should be the case in a cumulative
science). Idiosyncratic interests and methodological exper-
tise guide the original research questions that people
pursue. This should be true for replication research, as
well. People conduct replications for many reasons:
because they want to master the methods in an original
study, because they want to build on the original finding,
and yes, even because they doubt the validity of the original
work. But this is true regardless of whether the follow-up
study that a person conducts is a replication or an entirely
new study building on prior work.

As we noted in the target article, although the ability to
replicate a research finding is a foundational principle of
the scientific method, the role of direct replication in the
social and behavioral sciences is surprisingly controversial.
The goal of our article was to identify and address the
major reasons why this controversy exists and to suggest
that science would benefit from making replication more
mainstream. The commentaries on this article strengthen
our belief that an increased focus on replication will
benefit science; at the same time these commentaries
pushed us to think more about the reasons why controversy
about replication exists. We hope that the resulting debate
will encourage all scientists to think carefully about the role
that direct replication should play in building a cumulative
body of knowledge. Once again, we thank these commen-
tators for their insightful comments and we look forward
to seeing these ideas evolve as social and behavioral sci-
ences engage with a broad range of meta-scientific issues
in the years to come.
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